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PRrFACE

The Pacific Conference on Operations Research, held from

1V 23 to 28 April, 1979, was sponsored by the Military Operations

Research Society of Korea and the Korean Operations Research

Society in collaboration with the International Federation of

Operational Research Societies. These Proceedings contain the

texts of the state-of-the-art lectures and papers presented

at the Conference. We are most grateful to the authors and to

the session chairmen for their efforts in bringing about the

success of the Conference, and hope that the excellent papers

V published in these proceedings further stimulate the inter-

national exchange of ideas, to the benefit of all participants.
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stimulating keynote addresses, and to Prof. B. Hutchinson,

TDr. D. Schrady, Mr. Charles Wolf, Prof. S.M. Lee, Prof, T.

Nishida, Dr. D. Hirshfeld, and Dr. Kong-Kyun Ro for their

excellent state-of-the-art lectures. Last but not least,

special thanks are due to organizing committee members Dr. Rak

To Song, Dr. Soondal Park, Dr. Ui Chong Choe, Dr. Man Suk Song,

Mr. Hee Myon Kwon, Mr. Kil Ho Chung, Prof. Hyung Jae Oh, Mr.

In Soo Kang, and Mr. Jur Toomepuu, whose selfless contribu-

tions to the success of the Conference are immeasurable.

Moon Taik Shim, Ph.D.

Chairman

April 1979

Seoul, Korea
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1. INTRODUCTION

REALISM in any endeavor is a critical input. In our pro-
fession, MILITARY OPERATIONS RESEARCH, it is the most
critical input. I want to emphasize, unequivocally, the
requirement for realistic input data. During these sessions,
you will hear much about operations research and system
analysis techniques, but I suspect there will be very little
on data collection, input data and validation of results.
Without these elements, OR/SA may be a dangerous tool and
can promote many poor decisions. The requirement for
realistic input data is paramount to the success of the
OR/SA community.

Let Us Look at the History of Our Profession. In the
beginning OR/SA was called operational research. Initially,
British operations research in World War II was on radiolo-
cation. The early OR community in Britain had a distinct
advantage over the OR community of today. They had im-
mediate feedback on their analyses, and the opportunity to
compare analytic results with actual real world results.
They did not have the luxury of sophisticated methods and
computer techniques available today, but they made extensive
use of real world data in their analyses. Are we doing that
today? I am convinced that the present OR/SA community is
overcome by the sophisticated methods and computer tech-
niques available today and doesn't place enough emphasis on
the use of real world data.

2. MILITARY REQUIREMENTS

Why Do I Feel This Lack of Realism? Let me discuss
several examples that I feel illustrate the necessity to
return to the data collection, review of input and valida-
tion phases of OR. The first area concerns OPERATIONAL
REQUIREMENTS. In the U.S., as in most of our countries, the
development programs are based on operational requirements
formulated by the Military branches.

An example of a critical requirement is mean time between
failure (MTBF) for the system. When we applied OR/SA techni-
ques to three different systems under development (a radar,
an engine, and a helicopter) we soon recognized that from an
operational point of view the original requirements were

much too stringent.

l~ --



TABLE 1. MEAN TIME BETWEEN FAILURE REQUIREMENTS

MTBF
SYSI (HOURS)

Air Defense Radar 600

Engine 1200

Helicopter 75

In the case of the air defense radar, the original MTBF
was established without analyzing the operation mission and
the realistic engagement requirements. An effort was under-
taken to analyze the probability of the system being avail-
able as a function of attack time of enemy aircraft and the
system MTBF. Given a failure occurred, various repair times
were also analyzed. Figure 1 shows that the original MTBF
requirement of 600 hours was not required.

tt
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The requirement stated for the engine directly impacted
on the expected MTBF for the helicopter. When test results
indicated that the engine could not meet the 1200 hour
requirement, the logical question was how would a change in
the engine requirement influence the availability of the
aircraft for realistically defined missions.

AMSAA initiated an effort to analyze the mission of the
helicopter. Based on analyses of many mission scenarios, it
was determined that the maximum duration of any mission was
about 3 hours. Figure 2 shows the probability that an
aircraft is available and successfully completes its mission
as a function of the MTBF of the aircraft. Significant for
the one and three-hour missions is that a reduction of the
original 75-hour MTBF for the helicopter is not very critical.

I A-ALM fifY x Rx IANIIY
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The interrelationship of the MTBF of the engine and heli-
copter was further analyzed since the engine was not meeting
the requirement. Data from the testing of the helicopter
system indicated that the MTBF of the system less the engine
was 86 hours. Taking this into account, the data in Figure
3 were developed. The significant point here is that the
system MTBF being reduced to 50 hours, could be met if the
engine were to achieve approximately 200 hours MTBF. The

-
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test results for the engine showed it could easily meet this
requirement and could be changed without impacting total
system availability (Figure 2).I*I

. I I I IIII

FiggO3 6skp OM I., 0 E Igb ) w MW 6Ov

I The overall result of these analyses was a change to the

frhrdevelopment and testing to meet unelsi require-
ments. These are only a few examples of where militaryI
OR/SA has and can influence requirements. I urge each of
you to increase your studyr efforts to influence this most
critical phase of military development.

ITABLE 2. MEAN TIME BETWEEN FAILURE REQUIREMENTS

MATBF (Hours)

SytO riginal Requirement Modifiedr Defense Radar 600 200

Engine 1200 1400

Helicopter750
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3. SURlVIVABILITY

Another example, again with electronic eqa.pment, where
OR/SA has been applied, but unsuccessfully, concerns the
survivability of shelters. We spend millions of dollars on
electronic gear. Then we house them in thin walled shelters
which are highly vulnerable to fragments. In the U.S., we
have conducted tests and carried out extensive analyses to
quantify the benefits of additional ballistic protection.
We have conducted full scale verification tests to support
our analytic conclusions. Figure 4 shows the improvement in
survivability of a standard shelter as a function of weight
of ballistic protection.
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I raise this case because I feel this type application of
simple, straight forward OR/SA supported by realistic data
offers tremendous opportunity for future success as new
equipment becomes more expensive, more complex and requires
longer development cycles.

I cannot stress too strongly the need to address surviv-
ability. OR/SA can provide significant guidance and insight
in this area. We can identify realistic ways to improve
survivability through equipment modifications and tactical
usage. I urge you to accept this challenge.

4. WEAPON DESIGN AND EVALUATION

Now let us address the area of weapon design and evalua-
tion. In the U.S. we have two general classes of targets -

air and ground targets. As one might expect, the design,
development and estimated utility of weapons are very much a
function of the defeat criteria. I question how realistic
our kill criteria are.

In the case of air targets we haVe several criteria, but
the two most widely used are:

A-Kill An aircraft falls out of manned control in less
than 5 minutes.

K-Kill An aircraft falls out of manned control in less
than 30 seconds.

These criteria were developed a0fter World War II to allow

the OR/SA people to conduct vulnerability assessments.
There was little consideration given to the realistic battle-
field environment, the threat and desired results. These
criteria have been used for over 30 years to compare the
relative effectiveness of systems.

However, when these criteria start to dictate design of
weapon systems, I become alarmed. Usually we state a
requirement for a K-Kill at long ranges for an air defense
gun which leads to a large caliber system. It is driven by
the desire to produce a K-Kill before an enemy aircraft can
drop its ordnance.

An investigation of combat data indicates that aircraft
attacking ground targets, need not be catastrophically
destroyed. We point out that the mere presence of air de-
fense guns, degrades delivery accuracy of air delivered
ordnance and also results in aircraft damaged that do not

-7-
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return. Table 3 shows the relative accuracy of air de-
livered ordnance experienced by the U.S. in Vietnam for no
aii defense, light and heavy defends. The degraded accuracy
has a significant effect on the damage level produced.

TABLE 3. ACCURACY OF AIR DELIVERED ORDNANCE

Air Defense Relative Accuracy

None 1.0

Light 1.5

Heavy 3.1

Of equal or greater importance is the fact that aircraft
that are hit, but not necessarily killed, have difficulty in
completing their mission, and require repair time. In
Vietnam we found that of the aircraft hit by 23mm and 37mm
projectiles and not killed, over 50 percent aborted the
mission. For some aircraft hit that returned to base,
repair time in excess of 30 days occurred.

So, I question whether or not the K-kill criteria is
realistic when a large numerical threat exists, and large
caliber systems have limited rates of fire and present
greater logistical burdens. Thus, to realistically deter-
mine the characteristics of a system, we must go far beyond
the single statement of a kill criteria.

In the case of air-to-air missiles, again the desire for
a K-kill is leading to greater sophistication in warhead
design, fuzing and guidance in an environment of reduced
weight for missiles.

I urge the OR/SA community not to accept blindly the cri-
teria developed in the past, but concentrate on analyzing
the real world situation and apply or develop appropriate
criteria. The threat, technology and operational require- 4
ments of today are entirely different from those of WW II
and must be reflected in the criteria we use for evaluation.
Although I've only discussed air targets the same arguments
hold for ground targets. 'JA
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5. ENVIRONMENTAL CONSIDERATIONS

Another critical factor to consider is the environment.
Given a weapon or weapon systems for evaluation, the environ-
ment in which it is to perform is a basic, critical con-
sideration. Today in the U.S. we hr.,-e come to depend on
sophisticated and accurate systems. The OR/SA community has
done many studies in support of decisions on laser guided
(COPPERHEAD), Smart Bombs, electro optical (MAVkRICK) and
wireguided (TOW) systems.

How realistic are these analyses? Until the 1973 Arab/
Israeli War, I must say they were not very realistic. The
extensive use of guided systems in 1973, prompted us to re-
learn the lessons on the use of smoke. In the U.S. con-

siderable effort is being expanded to quantify the effects
of smoke, dust, and poor weather. I hope we have not gone
too far on precision systems!

Going back to the Vietnam War, again reminds me of how
the OR/SA community lacked realism in its treatment of the

environment. We traditionally evaluated weapons in open
terrain, however, in Vietnam we had marsh grass and rain
forests.

The OR/SA community had generated data recommending usage
of weapons and fuzes based on the open terrain. Needless to
say, the data base did not apply and as a result we launched
a very aggressive data collection program.

Today we have a much better data base for realistic
assessment of weapons. But as weapon designs change and

become more sophisticated, these data base must be updated.
Otherwise, OR/SA in the weapons area could mislead the
decision maker.

Before leaving this area, I raise a word of caution. In
accepting data on new systems or analyses on systems, we
must take into account the impact of the particular environ-
ment considered and the appropriate operational application.

6. LOGISTICS SUPPORT

Now, after a system is fielded - how about its logistical
support? The most effective system is useless in the field
if it cannot be supported. The logistical support system is
very complex and costly. OR/SA can definitely make a signif-
icant contribution in this area, however, to date very
limited application of OR/SA has been seen. 4
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In the U.S. considerable emphasis is being placed on
spare parts provisioning - for both nominal wearout and
combat damage. Again, a review of Vietnam combat data has
led us to relearn' the lesson that the spare parts required
for combat are much different than those required in peace-
time operations.

This is illustrated very clearly by examining damage to
armored vehicles. When an armored vehicle is damaged by a
threat weapon, the wiring harness suffers damage. We do not
stock wiring harness because they do not wearout in peace-
time. Another example is the fuel cell in helicopters. The

fuel cell represents a large presented area on the heli-
copter and is frequently damaged in combat. In the U.S. we
stock very few fuel cells - again because they do not wear-
out.

We have not performed too well in the logistical area. A
significant study effort is required to address realis-
tically the required logistical support for key systems. In
addition, reliable data collection efforts are required. To
improve the data base, special sample data collection 

pro-

grams are established. Also, AIMSAA has a unique mission of
sending teams to the field to investigate the performance of
equipment and as a result identifies problem areas for S
future investigation. These investigations range from
redesign to maintenance of equipment as well as identifvin-
requirements for changes in TO&E*, training and suppcit.
There is a great deal of money, time and resources levo .d
to new developments, new technology - but not that much
money and resources dedicated toward improving fielde-
equipment. Why not? That is what my field liaison progr- .
accomplishes - IMPROVING FIELDED EQUIPMENT. This program
thrives on realism. We do not rely on reports, or on sur-
veys - we rely on "face-toface" contact with the soldier in
the field. The program offers an excellent check on equip-
ment performance in the hands of the soldier versus proving
ground assessments of performance.

7. uS.U1MRY

I have attempted to provide you my thoughts on areas
where I think OR/SA needs increased emphasis. In sunmary,
we must concentrate on a well balanced and realistic ap-

proach supported by reasonable data from many sources. Too
much emphasis on one element, too much emphasis on computer
techniques, too much emphasis on complex simulations can all

.:" -, lead to misleading results.

Table of Organization and Equipment
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I think the OR/SA military approach will have 
greater

realism if we remember analysis is a cyclical 
procedure

involving predictive models, supported by 
data and tests. A

key to success is to take advantage of field 
operations

including combat data collection.

Let us remember OR is not Operations Research 
- It is

Operational Research.

I wish you success in your search of methods and data to

solve today's problems.

II
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RECENT DEVELOPMENTS AND FUTURE DIRECTIONS

IN TRANSPORT SYSTEMS ANALYSIS

B.G. Hutchinson

Department of Civil Engineering

University of Waterloo
Waterloo, Ontario. N2L 3GI, Canada

p[

ABSTRACT. The broad patte-ns of expenditures on trans-
port services are outlined and the general characteristics

of the typical planning process are described along with the
role played by transport systems analysis. The properties
of the transport systems analysis tools used in several of
the major transport sectors are then described where the
major emphasis is on the urban transport sector. The ad-
equacies and deficiences of available systems analysis tools
are discussed and the opportunities for improvements are
identified. It is concluded that the most potentially pro-
ductive areas of research are at the interfaces between
transport systems and the socio-economic environments that
they serve, rather than within the transport sector itself.
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1. INTRODUCTION

Large scale transport studies employing computer-based
systems analysis techniques began to emerge in several
rapidly growing North American urban areas during the 1950s
with the seminal studies originating in Detroit [1], Chicago
[2] and Toronto [3]. Since that time comprehensive trans-
port planning studies have been conducted in hundreds of
cities throughout the world [4]. The methodology established
for metropolitan transport studies [5] has been adapted for
use in other transport sectors such as inter-city transport
with the studies performed in the Boston-New York-Washington
corridor of the U.S.A. during the 1960s [6] representing one
of the first major applictions.

The primary aim of this paper is to provide an overview
of the accomplishments of transport systems analysis during

the past two decades and to identify potentially productive
opportunities for improvements to existing techniques. The
bulk of the observations made in this paper pertain to the
urban transport sector with some comments on the inter-city
and regional transport sectors. In addition, the particular
thrust of the paper is conditioned by the Canadian environ-
ment and some of the observations made may not apply to
other countries of the Pacific Rim because of the tremendous
diversity of social, cultural and economic characteristics
that exist.

2. IMPORTANCE OF THE DIFFERENT TRANSPORT SECTORS

Fig. 1 summarizes the components of transport expend!,-
tures in the U.S.A. in 1972 [7]. While some changes may have
occurred during the past six years because of economic growth
and change the broad patterns of revenues and expenditures
would be roughly similar at the present time. The diagram
illustrates that domestic expenditures represented about
97.5 percent of the total domestic plus international ex-
penditures on transport. About 85 percent of all expendi-
tures were on highway transport with approximately half of
these expenditures on the passenger car. The bulk of these
private car expenditures were for urban transport and Fig. 1
also illustrates that about 21 percent of all transport ex-
penditures were for local truck transport in urban areas.
In other words about 65 percent of the transport expenditures
in the U.S.A. in 1972 were for the movement of people and
goods within urban areas.

'- Fig. 1 shows that approximately 30 percent of all trans-
port expenditures in the U.S.A. Ir 1972 were for inter-city

-13-
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transport services. Inter-city truck movements accounted
for more than half of these expenditures, with the rail trans-
port of freight and the air transport of passengers represent-
ing the next most important modes of inter-city transport.

2.1. International Comparisons

The relative importance of the different transport sectors
may vary significantly between countries depending on factors
such as the degree of urbanization, the geographic scale of
the country, the character of the economy and so on. One
example is provided by Fig. 2 in which the rail net-tonne-
kilometres and the air passenger-kilometres in 1960 and 1974
are shown for selected countries [8]. The upper diagram
shows that rail freight movements in Canada in 1974 were
about one-sixth of the movements in the U.S.A., while the
Canadian population was only one-tenth of that of the U.S.A.
Population is more dispersed in Canada than in the U.S.A.
and market areas for manufactured goods are broader. It is
interesting to note from Fig. 2 that rail freight movement
growth almost doubled in both Canada and Australia between
1960 and 1974. Most of this growth resulted from increased
exports of bulk natural resources such as coal and iron ore
as well as grain shipments.

The lower part of Fig. 2 illustrates that the air travel
mode is more important in North America than in Western
Europe and Japan although the rapid rates of growth in air
travel in both West Germany and Japan should be noted. Inter-
city travel distances are very large in the U.S.A., Canada
and Australia and the much higher amounts of air passenger
travel per capita in these countries are illustrated in

Fig. 2.

3. THE TRANSPORT PLANNING PROCESS

The broad sequence of steps involved in the typical
transport planning study is illustrated in Fig. 3. Transport

demand is a derived demand and Fig. 3 shows that calibrated
transport demand models are used along with estimates of the
future distribution of human activities to estimate future
travel demands. These calibrated systems analysis models
are also used to estimate the transport network equilibrium
flows that are likely to result from the interaction between
demand and a particular supply strategy. Transport supply
strategies are not only concerned with the provision of
a particular technology but also with the operating and
pricing policies applied to a technology.
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The final phase of the process illustrated in Fig. 3 is
concerned with the analysis of the probable impacts of alter-
native strategies and their overall evaluation. The-types of
impacts considered will vary between transport sectors but for
the urban transport sector these might include noise and air
pollution effects, energy consumption, changes in the mobility
of the various socio-economic groups living in a community
and the economic efficiencies of the proposed investments.

Fig. 3 suggests that the choice of a particular transport
strategy from those considered to be technically and econom-
ically feasible is not part of the technical process of trans-
port planning but is the prerogative of governments in most
transport sectors. Technical information on the probable im-
pacts of alternative strategies allows informed debate and
the necessary arbitration by politicians to take place.

The transport planning process that has emerged from the
many urban transport planning studies represents one of the
first civilian applications of modern systems analysis tech-
niques. An important principle of systems analysis is that
the technical components of the process are directed towards
explicitly defined objectives. Objectives evolve from the
specific issues to be resolved by the planning process and
the objectives have an important influence on the strategies
proposed as well as the way in which these alternatives are
analyzed and evaluated. Changes in the objectives set for
transport systems will stimulate changes in the technical
process used to achieve these new objectives.

3.1. Hierarchical Levels of Planning

Transport planning and design activities are carried on
at a number of levels of detail and with respect to a number
of time horizons. Three broad planning levels may be ident-
ified and these are the transport systems management level,
the transport systems planning level and the strategic plan-
ning level. Transport systems management is short-run in
nature and is directed towards the optimization of existing
transport facilities. Transport systems planning is usually
directed towards time horizons of 10 to 15 years and is con-
cerned primarily with the identification of capital invest-
ment opportunities. Strategic transport studies are con-
cerned with time horizons of 20 to 30 years and typically the
transport system is considered as just one element of a broad
development strategy. Clearly the systems analysis tools
that might support each of these levels of planning will be
different in character. The techniques outlined later in
this paper are concerned primarily with the transport systems
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planning level.

4. URBAN TRANSPORT

Much of the research and development work on transport
systems analysis during the past two decades has been
directed towards the urban transport sector. The dominant
transport-related issues have changed very dramatically
during this period and the characteristics of the analysis
tools have been re-oriented to these changing circumstances.

4.1. Changing Objectives of Urban Transport Planning

In most of the metropolitan transport planning studies
conducted during the late 1950s and early 1960s the planning
objective was one of reducing road congestion given the con-
ditions of sustained urban growth and rapidly increasing car
owership. The pre-occupation of urban transport planning
with the development of long-range capital investment pro-
grams began to change during the late 1960s. Many communi-
ties throughout the world abandoned plans for freeways and
fixed route public transport systems that had been developed
in the earlier studies.

In the late 1960s and early 1970s the objectives of urban
transport planning studies broadened in a rather dramatic way
with mobility objectives becoming just part of a broad set
of objectives concerned with environmental impacts, energy
conservation and land development. These changing objectives
required new policy analysis tools that were capable of
testing a range of policy responses such as pricing, traffic
restraint as well as longer range land development alter-
natives.

4.2. Estimating Urban Travel Behaviour

Urban transport systems analysis models attempt to cap-
ture the transport decision making behaviour of individuals
and the ways in which this behaviour might be influenced by
changes in the transport policy environment affecting in-

dividual trip makers. The trip making behaviour of individ-
uals has been represented traditionally by a sequence of
transport sub-models of the following form:

mr m mr

pi sij sl s 1 (1)

where tmr = The number of trips from some zone i
to a zone j by mode m and modal

A'network route r

.V,
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Pi = The number of trips produced in zone i

sij = The proportion of trips produced in zone i
that travel to destinations in zone j

The proportion of trips between i and J
that travel by mode m

sir =The proportion of trips between zones i
j and j by mode m that travel by route r

The travel demand matrices calculated by equation (1) are
conditional in the sense that they are for a particular
spatial distribution of human activities and a specific
transport supply strategy. Equation (1) may be stratified
by soclo-economic group and the location of the modal split
sub-model, sm , in the sub-model sequence varies [5].

V.j

A fundamental issue that arises in estimating the para-
meters of the sub-models of equation (1) is the extent to
which travel decisions may be treated as a sequence of sep-
arate choices or must be treated simultaneously. Most of the
operational forms of equation (1) that have been developed
assume that choice decisions are separable and may be built
up from a sequence of conditional probability measures which
reflect the chains of decisions made by urban trip makers.
For example, sM may be interpreted as the conditional pro-

ii
bability that a trip maker will choose transport mode m
given that the trip is between zones i and J , and so on.
At each stage of decision, choice is viewed as being con-
ditioned on fixed preceding decisions and optimal succeeding
decisions. If the utility derived from each level of deci-
sicn is additive then decisions may be treated as being
sel arable. If utility is not separable then the decisions
mu-it be analyzed simultaneously. This is a very critical
is fu l since it governs the way in which model structures are
sp -ified and estimated.

The first sub-model in equation (1) is trip generation.
Trio generation has been largely a matter of empirical in-
vestigation in which the observed rates of trip generation
for some system of basic spatial units have been related to
meaiures of the amount of human activity in those spatial
units through regression analysis [5]. Traditionally, trip
senaration rates established in this way have been assumed
to 5e inelastic to transport supply. While this app:oach
was satisfactory in the earlier studies concerned with esti-
mating future car traffic volumes it is unsatisfactory for
the analysis of policies geared to traffic restraint.

-20-
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Perhaps the most important and intractable problem in
transport systems analysis is understanding the patterns of
human activity interaction. There is a need not only for
understanding existing spatial linkages but how these link-
ages might change and develop over time in response to
changes in the transport system and land development. The
spatial linkages that exist in any urban area have been built
up over many years and reflect a myriad of individual location
decisions made by households and institutions. Most of the
available spatial interaction models available for estimating
the siJ in equation (1) are of the comparative static type

in that they are estimated from cross-sectional travel data
at one point in time. Some of these models require fully
specified activity distributions at both the origin and des-
tination ends while other models require only partially spec-
ified activity distributions with the models estimating the
locations of the remaining activities along with the spatial
linkages. Some of the spatial interaction models have their
origins in the gravity and potential concepts of social
science while others are based on certain principles of math-
ematical programming.

4.2.1. Gravity Type Models

There are two basic components of spatial interartion
and these are the number of trips between any pair of zones,
t , and the associated costs of travelling between the

*1
zones, cii . In urban transport planning travel costs are

used in the generalized sense and include monetary costs,
time costs and comfort/convenience costs. A third dimension
of the problem is that the row and column totals of any trip
interchange matrix must be equal to the so-called trip-end
constraint equations:

E t P (2)

The total number of trips with origins
in zone i ,the so-called trip productions

E t - d (3)
i t

The total number of trips with destinations

in zone J , the so-called trip attractions

" L Addtional constraint equations may be introduced which ensure,
for example. that the total amount of travel effort is equal

'.'-21-
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to some specified constant:

C - EZc (4)

Most of the spatial interaction models that have been
used in transport planning studies throughout the world had
their origins in the pioneering work of Voorhees [9].
Voorhees adapted some of the earlier work of social scient-
ists who had applied simple gravity and potential concepts
to the modelling of human interactions of various types in-
cluding trade, migration and communications flows. The
gravity type models used in most transport planning studies
have been derived heuristically. In 1967 Wilson [10] made
a major contribution to spatial interaction modelling by pro-
posing a formal procedure for deriving spatial interaction
models. Using some entropy maximizing concepts from statis-
tical mechanics he showed that a family of spatial inter-
action models could be derived in a consistent manner from

the constraints imposed on the trip matrix. The Wilson
version of the production-attraction gravity model is:

tij p i sij

=pi bi b aj e (5)

b [E b a -Ocij ]- (6)
i j j ii

b [E bi Pi e ij1- (7)j i i

The terms bi and b are usually referred to as balancing

factors which ensure that the constraint equations (2) and
(3) are satisfied and the parameter 0 ensures that the
constraint equation (7) is satisfied.

While gravity models have been used widely in transport
planning studies at both the urban and inter-city scales
their capabilities in estimating observed spatial interaction
patterns have not been exhaustively examined. Hutchinson
and Smith [11] have examined the extent to which state-of-
the-art gravity models are capable of explaining journey to
work patterns in the thirty census areas of Canada and have
concluded that major improvements to the gravity model are
required. Many of the residuals between the observed and
estimated trip interchange flows were as large as the observed
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trip interchange magnitudes. Most errors result from the
attempt to calibrate a cross-sectional model to trip link-
nF patterns that have developed over long periods of time
and where these linkage patterns reflect the spatial distri-
butions of housing and job opportunities that existed at
various points in time. It seems clear that dynamic forms
of the gravity model must be developed in order to predict
better the future development of trip linkages in urban areas.
While Wilson [12] has proposed dynamic forms of the gravity
model few serious attempts have been made to calibrate these
types of models. Hutchinson and Smith [13] have described
some initial attempts to calibrate improved gravity models
for the fifteen census areas of Ontario.

4.2.2. Mathematical Programming Approaches

While the majority of the work on urban spatial inter-
action has been with gravity-type models a number of alter-
native approaches have been suggested [5]. One of the most
interesting alternative approaches is based on the transport-
ation problem of linear programming and Blunden and his co-
workers [14, 15, 16] have formulated the trip distribution
problem in the following way:

minimize Z =E E t cj (8)
i j tij

su'bject to E t (9)

E tij aj (10)

t _ 0 , P > 0 ,aj > 0 (11)
ij io

The assumption of this approach which is embodied in equation
(8) is that the equilibrum trip distribution state for a given *

human activity allocation and a particular transport network
is given by the set of trip distributions which minimizes the
total travel costs of all trip makers. Evans (17] has shown
that the trip matrices estimated by the linear programming
solution are approached by t~ose estimated by a gravity model
with 0 tending to infinity.

The validity of the linear programming approach rests on
the assumption that residential and workplace locations, for
example, are selected jointly by all locators so as to mini-
mize collectively the total travel costs. Comparisons of -78
trip matrices estimated by linear programming with observed

A -W7 * ~ A-A ~ -
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matrices show that the estimated mean trip lengths are
shorter than the observed. Trip matrices estimated by linear
programming assume implicitly that location decisions will be
made on the basis of the marginal social costs of travel.
However, locators perceive the average costs of travel in
making location decisions which are lower than marginal
costs and longer trip lengths result.

While the linear programming approach has deficiencies
it does provide important insights into the interactions
between land use and transport through the dual formulation
of the problem stated in equations (8) through (11). The
dual variables calculated by this formulation provide some
interesting information about the travel cost implications
of unit changes in the production and attraction trip ends
brought about by the relocation of residences and workplaces.
Information of this type is particularly useful for strategic
planning where the transport implications of alternative ar-
rangements of land use are being explored. Blunden and
Black [16] provide an interesting application of the primal/:1 dual formulation to the Sydney, Australia region.

4.2.3. Understanding Transport Mode Choice

In the earlier transport studies empirical relationships
were developed between the modal choice probabilities of
different person types and some very coarse indicators of

transport system properties. These earlier methods were sat-
isfactory for estimating the broad proportions of trips by
public transport and private vehicles for an unchanged policy

environment but they were found to be unsatisfactory for
testing fare changes, the impacts of traffic restraint schemes,

and so on.

Two of the principal contributions to the better under-
standing of modal choice decisions during the past decade
have been the development of the so-called disaggregate
models of transport demand and the concept of generalized
transport cost. Disaggregage models of transport demand
began to emerge in the early 1960s (18] and became quite well
developed during the late 1960s and early 1970s [19, 20, 21].
The term disaggregate was used to reflect the fact that the 4
analytical techniques focussed on the behaviour of individ-
uals rather than on the average behaviour of groups of
people. The basic form of disaggregate modal split models
is:

km (Wk x m E( k m
f x )/ f iw ) (12)ij ij m i
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p km
where s k The probability of an individual of type k

choosing a transport mode m for a tripbetween zones i and j

k m kf(W xi) A function of a set of variables w which

describe the characteristics of an individual

of type k and variables xin which des-

cribe the characteristics of a transport mode
m between zones i and j

A number of mechanisms of choice have been postulated in
order to derive the character of the function used in
equation (12) where these postulates have been derived from
theories of choice in economics and psychology and a typical
function form is the so-called logit model with the following
form [22]:

k mc
e- ij

sim e xc (13)
ij ~ k M

4 cr.eJ
ij.F e

where xk = A person-type parameter which reflects the
impact that transport mode attributes have
on the modal choice behaviour of person type
k

ci= The generalizated costs of using mode m
ij between zones i and J

A critical component of the modal choice model defined in

equation (13) is the generalized travel cost variable which

iusually calculated from:

h r a xlm +a x2m +a x3m + x4m (14)
j a1 x)j +2 ij a3 ij j

1M4
iin!!1 l m ad b moe .1where Xij =Tfie in-vehicle travel time between zones i

iand j by mode ni etee on s ad J y odxj T e u-of-vehicle travel time (wait, transfer)

The fare or other monetary costs of travel

xij: tm beee zos
between zones i and j by mode m
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4m
x The parking charges or other terminal costs

at zone j for travel by mode m

There is still some debate about the methods of estimating
the parameters of equations (13) and (14). A number of in-
vestigators have shown that the X parameter magnitude of
(13) is sensitive to the estimation method used. In addition
the parameter magnitude is influenced by the structure of the
generalized cost function selected.

The general form of the logit model specified in equation
(13) has been used to analyze other types of transport choice
situations such as decisions about car ownership, time and
frequency of travel and destination choice [23].

4.2.4. Route Choice Mechanisms

The fourth and final sub-model of equation (1) is the
network route choice sub-model. In many of the earlier
transport studies road traffic demands were assigned to the
minimum travel time path between each zonal pair on the as-
sumption that this represented the demand for road capacity
and that adequate road capacity would be provided along these
paths by the construction of new facilities. Many of the
transport studies performed during the 1960s recognized that
road capacity could not be increased in many parts of an
urban area and capacity-restrained assignments were used to
estimate equilibrium traffic flows. Most of the traffic as-
signment procedures which have been developed are based on
the assignment principle enunciated by Wardrop [24]. The
basic principle proposed by Wardrop is that traffic on a net-
work distributes itself in such a way that the travel costs
on all of the routes used between any pair of origin and des-
tination zones are equal while all unused routes have equal
or greater costs.

Route assignment methods which are based on Wardrop's
principle and which employ some form of capacity restraint
seem to provide adequate representations of total traffic
patterns [25, 26]. Florian and his co-workers [27,28) have
proposed an equilibrium assignment technique based on Ward-
rop's principles that provides good estimates of observed
traffic flows.

4.2.5. Adequacy of Existing Models

The transport systems analysis techniqves which have
evolved during the past two decades tend to be rather cumber-
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some, time consuming and expensive. A period of about two
years is required for data collection and coding, model
development and network analysis. While there have been
significant improvements in each of the sub-models imbedded
in equation (1) there are still significant weaknesses in the
model set.

An important problem with current models is the lack of
consistency both between and within sub-models, At the
broadest level "here is the concern about whether the choice
mechanisms of equation (1) may be treated sequentially or
must be examined simultaneously. Also each of the sub-models
incorporates some measure of generalized travel costs and
these costs are not consistent between each of the sub-models.
Travel times between zones are typically used in trip distri-
bution and route Lhoice sub-models whereas generalized travel
costs of the type specified in equation (14) have been used
in many modal split models and in the evalnation of the user
benefits of alternative strategies.

Perhaps the major difficulty with all of the sub-models
is that while they are capable of reproducing travel behaviour
observed at a particular point in time there is no guarantee
that these cross-sectional type models are useful for esti-
mating the marginal changes in future behaviour. For example,
it has been noted already that gravity-type trip distribution
models calibrated to cross-sectional data from one particular
year simulate in some average way spatial interaction patterns
that have formed over many years and stages of development
but there is real concern about their ability to capture
marginal changes in trip distribution patterns over time.

Models of the type defined in equation (1) proauce travel
demand estimates which are conditional on the exogenous spec-
ification of urban development patterns. Urban development
patterns emerge simultaneously with actions in the transport
sector and the sequential and conditional modelling of travel
demands creates ma- r difficulties. Modelling capabilities
have been developed whichattempt to capture the joint char-
acter of land development and transport.

4.3. Urban Systems Models

The transport systems analysis models discussed in the
previous sections have been used principally in transport
systems planning studies where the principal aim was to
identify opportunities for new investments in transport capa-
city. More recently the techniques have been adapted for use
in the shorter-run transport systems management studies.
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While much of the current transport planning emphasis is on
the shorter-run tactical policies there is increasing recog-
nition of the need for longer-run strategic studies which
focus on the potential for manipulating travel demands through
better land development planning. Studies on this type must
be supported by analytical capabilities with a very different
character to those used in the shorter-run management studies
and the medium-run transport systems studies.

Lowry [29] was the first to suggest linking gravity-type

allocation models together in order to reduce the extent of
the exogenously specified constraints imposed on the distri-
butions of urban activities. Most modelling approaches
specify part of the employment distribution exogenously with
the model allocating the spatial distributions of the remain-
ing employment and the household sector endogenously in re-
sponse to specified land development and transport policies.
Wilson [12] and Batty [30] have reviewed much of the work on
urban activity systems models conducted over the past two
decades. Fig. 4 illustrates the structure of urban systems
models of the type mentioned previously. The allocation
functions imbedded in this type of urban systems model are
usually of the gravity type with the following household
allocation function providing an example:

k k
wk hk 8 cij hk -cij

s = j /z e (15)

wk
where s = The probability of an employment of person

type k working in zone i and living in

zone j
hk
£2 = The amount of land available in zone j

for residential development that is
compatible with person type k housing
preferences

and the k and cii reflect the effect of the transport

system properties on the residential location choice behaviour
of person type k

Hutchinson [31] has described an application of this type of
model to planning problems in the Toronto, Canada region while
Sarna and Hutchinson [32] have described an application to
the Delhi region of India. Said and Hutchinson [33] have out-
lined a model framework which is directed towards estimating
the time staged development of urban area.

f N
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Normative urban systems models have been developed which A
search for urban development patterns that optimize a particu-
lar objective function [34, 35]. Gupta and Hutchinson [36]
have described a land use-transport model for optimizing
development in the Delhi region of India. The model searches
for regional development configurations that minimize the com-
bined costs of providing urban infrastructure and inter-urban
transport costs. The objective function is a non-linear func-
tion of the regional activity distribution and a sequential
search procedure is used to identify the least cost alternative.
The search procedure operates by allocating a hypothetical in-
crement of population growth to each urban centre in the

region and then estimates the employment growth necessary to
support this population increment along with the expected in-
crease in inter-city travel demands. The total costs of devel-
opment are then estimated and the population increment is al-
located to the urban centre with the minimum marginal costs
subject to any constraints on population and employment holding
capacities and on inter-city transport capacities. The search
procedure continues until the total expected regional popu-
lation growth has been allocated. Simple policy analysis tools
of this type may be used to highlightthe costs and impacts of

alternative regional development strategies.

While the behavioural and normative urban systems models
which have been developed and used over the past two decades
have provided useful information for planning studies they
represent highly simplified abstractions of the urban develop-
ment process. A large amount of information must be specified
exogenously to all urban systems models and the outcomes pre-
dicted by the models are influenced strongly by these constr-
aints. For example, the amount of vacant land available for
residential development at any particular time is usually
Identified exogenously to most models. In the North American
environment this is influenced by a myriad of decisions made
by governments, land developers, planners and builders. The
development of truly policy-sensitive urban systems models
requires that many of these factors be incorporated in the
model structure rather than being specified exogenously by the
policy analyst. In addition, the locational choice mechanisms
of individual and institutions are poorly understood and are
incorporated in a very macroscopic way as indicated by
equation (15).

5. IN'IR-CITY TRANSPORT

The information presented in Fig. 1 indicated that inter-
city transport expenditures in North America represented a

relatively small proportion of the total expenditures on
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transport. The bulk of inter-city passenger transport is by
the private car. In a recent survey of inter-city trips
(trips greater than 30 km) in Canada [37] it has found that
about 85 percent of all person trips were by the private auto-
mobile. Of the 11 percent of the trips using public transport
more than half were by air and about one-third were by bus.
Rail passenger services accounted for only 1 percent of inter-
city travel.

On the other hand the inter-city cargo movement costs re-
present about one-quarter of all transport expenditures with
the bulk of these expenditures in the U.S.A. being on inter-
city trucking. In Canada inter-city trucking has the largest
share of the inter-city cargo market and the rail mode is re-
latively more important than in the U.S.A. capturing about
one-third of the inter-city cargo transport expenditures.

In Canada the issues associated with inter-city transport
have a distinctly different character to those associated
with the urban transport sector. Most of the required inter-
city transport infrastructure is in place and major capital
investments in new capacity are not likely to be required for
some time with the exception of some additional air terminal
capacity at one or two locations along with some inadequacies
in the Prairie grain export handling system. The inter-city
transport sector problems are not concerned with shaping or
controlling demand as is the case with the urban transport
sector, but they are concerned, primarily with improving the
utilization of existing transport services.

The urgency of improving the economic efficiency of inter-
city transport in Canada is illustrated by Table 1 in which
the annual economic costs of public infrastructure and the
corresponding revenues for three transport modes are shown
[37]. Rail costs are not shown in Table 1 since Canada's
two major railways finance and operate their own infrastruc-
ture without direct government subsidy except in special
cases. Table 1 shows that in 1975 the cost recovery varied
from 17 percent in marine services to 59 percent for the high-
way transport mode.

A second major issue in Canada is the impact of transport
services on development and the rail freight rates that should
be charged for services to and from under-developed areas.
The freight rate problem in Canada is complicated by many
over-riding political questions that stem from the time that
the transcontinental railways were constructed in the latter
part of the 19th century. Economic development is very un-

LK
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Table 1. Annual Transport Infrastructure
Costs and Revenues for all Levels
of Government in Canada
(millions of 1975 constant dollars)

Year

I 1968 1973 1975i AIR

Annual Costs 340 436 516
Annual Revenues 95 137 152% Cost Recovery 28% 31% 37%

MARINE

Annual Costs 637 714 721
Annual Revenues 135 132 122% Cost Recovery 21% 19% 17%

HIGHWAY

Annual Costs 3330 4310 4796
Annual Revenues 2391 2696 2805% Cost Recovery 72% 63% 59%
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evenly distributed throughout Canada and many regions argue
that their economic development has been compromised by the
high transport costs associated with the long haul distance
for goods between population centres.

5.1. Passenger Transport Analysis Tools

There has been very limited work on the development of
inter-city travel demand forecasting techniques which are
sensitive to changes in policy variables such as fares and
levels of service. Some of the earliest work was conducted
in connection with the Northeast Corridor Studies in the
U.S.A. where extensions to the traditional gravity model were
developed to estimate the impacts on modal demands of po-
tential transport supply strategies [38]. Most planning
studies, however, have used trend type forecasts of passenger
travel demand because of the complexity of the factors in-
fluen-ing the inter-city travel demand market and the dif-
ficulties of forecasting future changes in these factors.

Recent passenger travel demand studies in Canada [39]
have attempted to calibrate passenger travel demand models
of the following type:

m m m m
iju iju iju , cij iju iju

m
where ti u  The demand for travel by mode m

between city pair i-j at time

iJ u  m iju

siju The share of travel using mode m

aiju = A vector of socio-economic activity
variables

cim= A vector of attributes of transport
iju mode m

One form of the modal share term of equation (16) that has
been used is:

m m

m eiJ/E eCij
ij m

where the generalized cost of travel in the above equation,
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C is similar to that described earlier in equation (14)clj,

for urban transport mode choice estimation.

5.2. Freight Transport Analysis Tools

Little effort has also been devoted to the development
of analytical tools which might support freight planning
studies. Most studies in Canada have used trend type fore-
casts and there has been little need for demand forecasting
techniques which are sensitive to freight rate and level\of
service changes. In Canada Hutchinson et al [40] have used
an adaptation of the urban travel demand forecasting process
to develop an inter-city commodity flow model, while Hariton
et al [41] have used time series analysis techniques to
develop forecasts of major commodity movements by region.

One of the most elaborate attempts to develop an inter-
city freight transportation forecasting model is that des-
cribed by Bronzini et al [42]. With this approach an econ-

, omic model uses transport price information to determine the
origin-destination flows of commodities within a region.
These flows are then split into flows by mode and a network
simulation model assigns the mode-specific flows to network
routes.

While these and other attempts to develop models of inter-
city passenger and freight flows have provided some insight
into the mechanisms underlying these demand patterns the
techniques have not proved to be particularly relevant to
current inter-city transport issues. It has been pointed out
previously that in North America the principal concerns are

with improving the economic efficiencies of existing modes
rather than identifying new opportunities for investments in
capacity. In Canada improved economic efficiencies are more
likely to flow from changes in the regulatory environment
rather than from additional technical analyses.

6. TRANSPORT AND REGIONAL DEVELOPMENT

It has been mentioned previously that one of the contro-
versial transport-related issues in Canada is the extent to
which transport services stimulate economic development in
regions. While much has been written about this problem,
particularly in the context of developing countries [43, 44]
few suitable policy analysis tools exist. Some large scale
models of economic development have been formulated and
calibrated but they have .'ound limited use in transport in-
vestment analysis. The more successful attempts have been
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those concerned with the impact of transport on one specific
sector such as agriculture [45].

Esguerra and Hutchinson [46] have described an approach
to the identification of agricultural penetration road invest-
ments in Colombia. A linear programming formulation is used

to model the probable responses of subsistence farms to the
improved accessibilities to markets provided by new roads.
As a farm's access to markets for cash crops is increased
then it becomes worthwhile for a farmer to increase his pro-
duction using existing production techniques and in some
cases to introduce new production techniques. The model. of
the farm firm allows the value added by potential increases
in agricultural production to be compared with the costs of
road investments. A dynamic programming formulation is used
to search for the optimal combination of agricultural penet-
ration road investments.

A considerable body of literature exists on the impact of
transport investments on development but it is beyond the
scope of this paper to review this material. It is sufficient
to note that much of the work is based very strongly in econ-
omic theory rather than the systems analysis tradition of the
urban and inter-city transport sectors.

7. CONCLUDING REMARKS

Much of the work on transport syslems analysis conducted
during the past two decades has been concerned primarily with
forecasting transport demands given estimates of future devel-
opment patterns. The primary use of these estimates has been to
assist in the identification of opportunities for new invest-
ments in transport capacity. Most of the modelling capabil-
ities which have been developed in the urban and inter-city
transport sectors consist of sequential sets of sub-models cal-
brated to cross-sectional data. While these types of models
are capable of reproducing existing travel demands there are
serious reservations about the capabilities of these models in
forecasting marginal changes in transport demand over time.

In North America much of the urban and inter-urban trans-
port infrastructure is in place and the planning problems are
not concerned with handling future travel demands but are con-
cerned with improving the economic efficiency of existing
transport facilities and understanding the inter-relationships
between transport and development. While some attemps have
been made to model the transport sector in the much broader
context of human activity distributions, available models are
of limited value. Potentially the most productive area of A

research and development is improving our understanding of the
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interactions between human'activity distributions, transport
demand and transport suppl. Improved capabilities in this

area will allow the spatial distributions of activities to

be shaped so that the resulting transport demands will be
more compatible with available transport services.
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THE PRACTICE OF MILITARY OPERATIONS RESEARCH
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ABSTRACT. After presenting a brief discussion of its
origins and development, the paper is concerned with the

practice of military operations research in terms of its
proper role in defense decision making, the people who do

analysis, the difference between analysis and advocacy, and
the clients of military operations research.
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1. INTRODUCTION

Operations research is what many of us teach, do, or
use daily in our professional lives. Indeed, I should say
"lives" without qualifying the employment of operations
research to professional matters exclusively. Some may
argue that operations research affects them only in their
professional dealings and that common sense governs their
personal and family lives. Operations research is, after
all, a scientific disciplie involving mathematics, proba-
bility and statistics, stochastic processes, optimization
techniques, computing and simulation, economics and natural
laws. Still some describe operations research as simply
'quantified common sense."

I am grateful for the opportunity to address this con-
ference, the first intcrnational conference on operations
research ever to be held in Korea. The title of my remarks,
"The Practice of Military Operations Research," suggests
that I am more concerned with how operations research is
done and how it affects defense decision making than with
specific applications or techniques. I fundamentally be-
lieve that operations research as a discipline is a form of
common sense, a common sense that has been affected by men-
tal discipline in the scientific method in general, and in
economics, the laws of probability, and optimization tech-
niques in specific.

I once advised a U.S. Naval officer who was at best a
marginal student. At the midpoint of his education at the

Naval Postgraduate School (NPS), he was terribly unsure
whether he should go on what we call an "experience tour" or
stay at NPS for the six weeks and try to remedy his academic

deficiencies. The experience tour is a time when students go
out to an organization doing operations research and par-
tic::pate as analysts to gain some "real world" experience.
We waited until his examination scores were ready and, at

the eleventh hour, I talked him into going on the experience
tour.

The officer enjoyed the experience tour and produced,
7 in the six weeks allotted, a finished piece of analysis com-

plete with recommendations for policy changes. The changes
this officer recommended were adopted at his experience tour

Asite and that organization recommended that these changes be
adopted command-wide. This officer's experience tour was by



any measure very successful. While the officer gained a new
appreciation of his own talents and capabilities, he stated
that his analysis and recommendations involved only common
sense. He went on to say that it was a little disturbing
because his common sense was no longer what it had been.
His formal education in operations research had altered for-
ever the fundamental nature of his common sense. I view
this contribution of operations research as perhaps of fun-
damental importance in the practice of military operations
research. However, before going further with the notion of
practice, it is instructive to survey the origins and de-
velopment of the field.

2. BACKGROUND AND HISTORY

Wartime, as well as politics, can create strange bed-
fellows. In the case of operations research, World War II
provided the impetus for a fundamental change in the re-
latonship between scientists and the affairs of man. A
self-respecting physicist, especially if he was educated in
the 1930's, knew what activities were worthy of a physicist
and those that weren't. Nuclear physics was respectable.
Solid state physics was at the outer fringe of respecta-
bility. Management consulting sorts of activities were
definitely not respectable. When wartime conditions dic-
tated enlisting scientists -- physicists, chemists, and
mathematicians -- to help out with operational military
problems, it was a significant historical event.

Some may note that Archimedes' advice was sought by
Hieron, King of Syracuse in the matter of breaking naval
sieges during the Second Punic War. The well-read may even
recall Benjamin Franklin's light-hearted letter in 1775 to
Joseph Priestly, anticipating by 200 years his country's
problems in quantifying American experience against the Viet
Cong. Franklin wrote: "Britain, at the expense of three
million, has killed 150 yankees this campaign which is
X20,000 a head and at Bunker Hill she gained a mile of
ground, half of which she lost by our taking post on
Ploughed Hill. During the same time 60,000 children have
been born in America. From these data any mathematical head
will easily calculate the time and expense necessary to kill
us all, and conquer our whole territory." Finally, it must
be noted that during World War I, Viscount Tiverton did
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significant work that would now be called operations research
for the Royal Naval Air Service, and that Fredrick W.
Lanchester published his work on the relationships between
victory, numerical superiority, and fire power.

Despite the earlier work, World War II signaled the
emergence of operations research and the context was mili-
tary. Early operations research was characterized as the
employment of scientists in the analysis of operations.
Analysis was focused upon the present, that is, current
operations and the effective use of current systems. What
was significant in the employment of scientists? A priori,
scientists were individuals with considerable intellect and
a strong training in the scientific method. What is so won-
derful about the scientific method you may ask?

One can neatly dichotomize problem solving into that
which comes from either scientific inquiry or unscientific
inquiry. Unscientific inquiry is sometimes referred to as
common sense. Scientific inquiry is characterized by
rationality, empiricism, and rigor. These are powerful
tools and scientific inquiry was very successful when ap-
plied to operational military problems. Those who may doubt
the overwhelming superiority of scientific inquiry should
read some of the literature written since the expiration of
the thirty year moratorium imposed by the British Official
Secrets Act. R. V. Jones [1] documents clearly the futility
of investigative committees chaired by politicians, the de-
struction of purposeful investigation wrought by ego and
personal gratification, and the nearly superstitious beliefs
of some leaders of the armed forces. Examples of the latter
were the refusal of RAF Bomber Command to order crews to
stop trying to use their IFF equipment to jam enemy radars
while over enemy territory and a nearly two year delay in
the employment of chaff as a bomber penetration aid.

In summary, operations research was born out of wartime
necessity. It employed persons from the sciences, both for
the scientific method they brought to operational problem
solving and because World War II saw the early employment of
radar, radio direction finding and other manifestations of
technology for which scientific understanding was required.
Finally, the wartime operations analysts focused their
attention on real problems involving current operations and
the employment of current systems. Further wartime analyses
were generally performed direct for those who controlled the
operations and therefore could implement the recommendation.
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3. DEVELOPMENT

On the U.S. side, the post-war period saw the U.S. Navy

continue in the operations research business. The estab-
lishment of the U.S. Air Force saw most of the Army analysts
depart from that Service and go with what had been the Army

Air Corps. The U.S. Army was slow to institutionalize
operations research but (getting a little ahead of my story
here) Mr. McNamara made it a matter of survival for them in
the mid-1960's. Many of those who were uniformed analysts
during the war went back to their civilian careers in busi-
ness, industry, and academia, and they took with them the
conviction that operations research would prove as useful in
business and industry as it had been in defense. In 1951,
the Naval Postgraduate School and Columbia University began

the first graduate academic programs in operations research,
the program of the Naval Postgraduate School having a strong
military orientation. During the 1950's, operations research
began to have an impact in the private sector in inventory
control, production planning, marketing, scheduling, problems
of congestion, and optimal employment of resources.

Early operations research was frequently interdisci-
plinary. While the virtues of an interdisciplinary approach
are often praised, in World War II, operations research was
interdisciplinary by necessity. Once the academic world
started educating operations research students, the situation
changed somewhat. As an aside, Harlan Cleveland, formerly
President of the University of Hawaii, notes that inter-
disciplinary courses are normally "team taught." That is,

each faculty member lectures on his discipline and it is the
student that is expected to be interdisciplinary!

Still, the interdisciplinary notion leads us to a funda-
mental change which occurred in military operations research
in the early 1960's. That change is the emergence of the
economist as a contributor to or even dominant participant
in military operations research -- and the invention of the
term systems analysis. Economics had always played a role
in operations research. The full title of the John
VonNeumann and Oskar Morgenstern classic study of game theory
was "The Theory of Games and Economic Behavior" and the
premier inventory control book of the 1950's, "Studies in
the Mathematical Theory of Inventory and Production" was
coauthored by the Nobel Prize economist Kenneth Arrow.
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indeed, one of the old alternative definitions of operations
research was "economics rediscovered by physicists."

There is no doubt that the economist has become a key
participant in military operations research and systems
analysis at the national level. Dr. B. 0. Koopman, an
original U.S. Navy Operations Evaluation Group member and
developer of the theory of search, complains bitterly that
the economists came to operations research not to join the
team but to take charge of it. Koopman also describes the
economist as one who knows the cost of everything and the
value of nothing.

There is one other change that has occurred in military
operations research at the national level. The focus is
planning, the setting of requirements, and the evaluation of
possible future systems and operations. In its focus on
planning, military operations research is frequently done
for persons or agencies that do not control the operations
or even the planning. This analysis faces a difficult or
impossible set of hurdles to its implementation. In the
1960's when systems analysis was the medium in the Department
of Defense, the Armed Services rushed their analytical assets
into the planning and program arena in Washington. Today
the Armed Services have more analytical assets and there is
a better balance between planning and programming activities
in Washington and the tactical analysis activities in the
field.

Today's focus of military operations research includes
logistics, manpower (which accounts for over 50% of the U.S.
military budget), doctrine, force structuring, tactical
analysis, test and evaluation, intelligence, and strategic
planning. I note that analysis of weapons systems and
tactics is the subject of the majority of the papers to be
presented subsequently in this session. For all its limi-
tations, operations research/systems analysis has an enormous
impact on defense decision making. It is not a matter of
liking or not liking analytical methods as a basis for de-
fense decision making. It is simply superior to other forms
of inquiry.

Having set the stage perhaps at too great a length, it
is time to discuss the practice of military operations re-
search in terms of its proper role in defense decision
making, the people who do analysis, the difference between

tanalysis and advocacy, and finally the clients of military
operations research.
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4. THE ROLE OF ANALYSIS

The role of operations research in decision making is
to assist, as best it can, those who must decide by pro-
viding an adequate description of the problem and by
structuring and evaluating alternative solutions. Tom Saaty
suggested that "operations research is the art of giving bad
answers to problems to which otherwise worse answers are
given." Saaty's glib definition is both pessimistic and
truthful, because operations research is rarely able to pro-
vide the correct solution to any problem. As with science
in general, the power of operations research is achieved
through quantification. The adequacy of any analysis is
strongly correlated with the extent to which all aspects of
the problem lend themselves to measurement and quantifi-
cation. The rub is, of course, that almost all real problems
have aspects which, if considered at all by the analyst, can
only be treated qualitatively. Thus analysis is properly
only a part of the material from which final decisions must

be made. To believe otherwise is to be arrogant and foolish.

It is said that a major figure in the U.S. Defense
Department in the 1960's, a figure whose background was de-
void of military experience, initially rejected the opinions
and inputs of senior military officers, believing that all
issues of choice were susceptible to complete quantification.
Seven years later this official, still in the same important
position, admitted that his earlier perceptions were rot
totally correct and that military judgement was relevant.
As a postscript to this admission, the official added that
while he now realized the necessity of incorporating military
judgement the only military judgement he would accept as in-
put was his own.

In clear recognition of the limitations of analysis, the
preface to the 1979 CNO Studies and Analysis Program states:
"This study program addresses the most significant issues for
which analysis offers reasonable expectation of providing
valuable assistance in improving Navy program planning." In
summary, operations research can be most valuable in decision
making when both the analyst and the decision maker under-
stand that analysis is only a part of the material from which
a decision must ,e drawn. Depending upon the problem,
analysis can be the most important ingredient or it can play
only a minor role. Not all examples of bad analysis are a
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criticism of the analyst. In many cases, the criticism
should be laid to a naive client.

5. THE ANALYSTS

The first operations analysts were civilian scientists
who were drafted or otherwise associated with the armed
services in a period of grave national crisis. When World
War II ended they returned to their civilian careers. The
U.S. Services thus had decisions to make as to in-house ana-
lytical capabilities and the extent to which their in-house
capabilities would include uniformed analysts. At the
present time, all U.S. Services have in-house analysis shops
at the headquarters level and in the field. All of the
Services have officer personnel management systems that
recognize a primary (warfare) specialty and a secondary
specialty in operations research/systems analysis. Pres-
ently the Army required approximately 600 officers to have
an operations research/systems analysis secondary specialty,
the Navy about 400, the Marine Corps about 150, and the Air
Force 200+. Additionally the Services, the Office of the
Secretary of Defense, the Office of Management and Budget,
the General Accounting Office, and the Congress all employ
civilian analysts and all are participants in defense
decision making.

An assertion made earlier in this paper concerned the
superiority of scientific inquiry. It follows then that
those persons doing analysis should possess an education in
the sciences, broadly defined, and should probably have
graduate education. There are virtually no undergraduate
operations research education programs in the U.S. The
Center for Naval Analyses has a professional staff, 84% of
whom have a graduate degree, consisting of operations re-
searchers, physicists, chemists, mathematicians, engineers,
economists, political scientists, and sociologists.

Still the term "analyst" is much abused. While not
being an infalable rule, it seems prudent to require that a
person claiming to be an analyst possess a graduate edu-
cation in operations research/systems analysis or one of the
useful sciences. It also seems crucial, and the Services
agree, that a fair proportion of the analysts available to a
Service be uniformed members of that Service. It is the
career officer who has the operational knowledge so crucial

10
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to adequate analysis for defense decision making; having
process knowledge and analytical capabilities in the same
individual is a powerful arrangement. The uniformed analyst
is also crucial in judging the adequacy of analyses done by
outsiders for his Service. Finally the uniformed analyst
will become, with time and 3eniority, the client who will
task others to do analyses. I am proud to note that over
the past twenty-eight years, the Naval Postgraduate School
has educated uniformed analysts for the U.S. Navy, Army, Air
Force, Marine Corps, Coast Guard, and officers from over two
dozen allied nations, including nearly two dozen officers of
the Republic of Korea Armed Forces.

6. ANALYSIS AND THE ADVERSARY PROCESS

One likes to think of the scientific method as being
rational, open, explicit, rigorous, and verifiable. One
hopes further that as a scientist, the analysts will be
impartial, honest, and truthful. However, recall the
prophecy of Morse and Kimball [2] in stressing that analysis
be done only for clients who are in command and who are
capable of making decisions. They further noted that; "The
analyst must never denegrate into a salesman for a laboratory
or a service branch." The Operations Research Society of
America 13] noted, "It may happen that studies are sponsored
by an authority who cannot make the final decis!.rns under
consideration. In this case, the analyses may be used not
only to arrive at, but also to justify the authority's
recommendation. Then the operations analyst way be placed
in an advocacy position."

The adversary process is a decision making process
widely accepted in our society, bur it operates by rules that
are somewhat different from those of the scientific method.
The adversary process requires that participants attempt to
influence decisions through presentation of their cases. The
adversary process requires that what the participant asserts
should be true, but it does not require that it be the whole
truth. The competent analyst must clearly realize the dif-
ference between analysis and advocacy. I do not mean to
chamption analysis and condemn advocacy. Both are usful
but a good analyst must recognize the ckifference.

The 1969 debate before the Congress on ballistic missile
defense, the ABM debate, focused the issues of a.alysis dnd
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advocacy. Senator Henry M. Jackson, in the report of the
Subcommittee on National Security and International Opera-
tions commented about the analyses brought to the Committee's
attention:

"Analysis, of course, varies greatly in quality.
One often wishes that advisors with different
points of view would confront each other directly
and in public so that hidden or unstated as-
sumptions could be revealed and the different
modes of analysis explored."
Because of the potential harm that the situation de-

scribed by Senator Jackson could do to the profession, the
Operations Research Society of America published a report [3]
entitled "Guidelines for the Practice of Operations Research."
Analysts, as well as their clients, should be familiar with
this report. The report contains the following excerpt:

"The analyst, as an analyst, must restrict his
5analysis to the quantifiable and logically

structured aspects of .he problem only. In
complex problems, perhaps the most valuable
thing the analyst can do is to point out to
his client that there are uncertainties in-
herent in his analysis and their conclusions,
uncertainties deriving from such factors as:
" Lack of agreement on means of evaluating

the worth of complex systems;
Uncertainty about the technical capabilities
and costs of systems yet unbuilt;
Uncertainties about environmental and
operational factors that influence1 performance;
Uncertainties about the future capabilities
and intentions ot possible adversaries."

During World War II there were sometimes opportunities
tor the analyst to demonstrate the confidence he had in his
analysi,.s. The story is told about the analyst who recom-
mended that bombers flying against the Japanese fly at 9-10
feet, in the "seam" between their medium and high altitude
antiaircraft guns. In that case, it was possible for the
analyst to volunteer to fly in the lead bomber. In the
planning of future system. and future force structures, few>1 such oppcrtunities for the analyst to demonstrate his honesty,
unbiasedness, and objectivity exist.

!0
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7. THE CLIENTS OF MILITARY OPERATIONS RESEARCH

This discussion of the practice of military operations
research would not be complete without a discussion of the
qualities and respcnsibilities required of the clients of
such analyses. The client could be a program, a warfare
specialty, a Service, the Department of Defense, the Congress,
or the President. A good client is a sophisticated one who

knows the power and the limitations of analysis. A good

client is one who does not provide the answer and ask the
analyst to prove it. A good client asks operations research
to help with only those problems which are reasonably ame-
nable to structuring and quantification. It is wrong for a
client to request analysts to determine anlunqualified,

cardinal measure of total defense capability. It is wrong
to ask by how much that capability will increase if system X
is added to the arsenal. It is wrong to ask operations re-
searchers to predict the future. Good analysis results from
good work by good analysts as a result of good tasking from
competent clients.

8. SUMMARY

The successful practice of military operations research
depends upon a number of factors other than models, algo-
rithms, and efficient computer codes. People are important
as are the organizational arrangements. Analysts are persons
who at a minimum have graduate education in a scientific
discipline and who understand the operations they analyze.
Ideally, studies and analyses are performed for the persons
or agencies who have the authority to make decisions. While
this is clearly not totally feasible in the context of de-
fense planning at the national level, it should be the rule
in the analysis of operations. All parties, analysts and
clients alike, should appreciate the role of operat.ons re-

-earch as an aid tc decision making and not a oubstitute for
executive decision making. The role of analysis is to pro-
vide a better understanding of the process or problem and to

prouiide the decision maker with evaluations of alternative
solutions. Finally, the profession and the military are
best served when the analyst functions as an analyst and
avoids advocacy
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ABSTRACT. A retrospective view of resource allocatiou

and defense planning is presented as a review of a landmark
book on the subject, written nearly twenty years ago: The
Economics of Defense in rhe NucZear Age, by Charles Hitch
and Roland McKean, 1960. Although Hitch-McKean have met

remarkably well the test of time, a number of omissions and
commissions are discussed from the vantage point of the

present.
In examining prospective issues of resource allocation

* and defense planning, several topics are addressed: in-
creasing competition for public sector resodrces; possibly

increasing real costs in defense industry in the midst of an
inflation-prone economy; the growing relevance of energy
policy in defense planning; the new importance of foreign
exchange markets and exchange rate uncertainty in the
planning and deployment of forward based foices; and the

new opportunities provided by technological developments for
capital-labor substitutions in the planning of defense foices.

Finally, the paper suggests that implementation analysis
will and should receive greater attention in future defense

planning studies.

An invited talk prepared for the Pacific Conference on
Operations Research, April 23-28, 1979, Seoul, Korea.
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1. INTRODUCTION

The topic which the organizers of this conference asked
me to address is formidable in scope. The first part of the
topic, "Resource Allocation," embraces literally all of de-
fense economics. The second part, "Defense Planning," if
interpreted literally, covers strategic forces, doctrines,
and targeting; general purpose forces and their employment;
defense research, development and systems acquisition; com-
mand, control and communications, the effects of SALT II and
other arms control agreements on all of the foregoing; and
so forth.

Furthermore, the combination of "resource allocation"
and "defense planning" implicitly covers other special policy
issues, as well. For example, such issues as arms transfers,
and the structure, scale, and role of overseas bases and
deployments of U.S. forces, in Korea and the Philippines,

also come within the topic, because they involve the alloca-

tion of defense resources. Even an issue as remote as U.S.
export control policies legitimately comes within the pur-

view of resource allocation and defense planning. For
example, U.S. exports of computer technology may affect
Soviet capabilities, and hence influence U.S. defense plan-

Z ning and resource allocations.
Frankly, I don't know anyone who is qualified to address

all of these issues adequately without drawing upon a sub-
stantial number of coauthors! Certainly, I don't feel

f qualified to do so.
What, then, should one do in facing such a formidable

subject, under severe limitations of time and knowledge and
with a reluctance to draw upon a dozen or more colleagues at
Rand or elsewhere to be coauthors?

My response is to attempt only a very limited treatment
of the topic.

The retrospective part of my remarks will review a land-
mark book in this field, The Economics of Defense in the
Nuclear Age, written by my former Rand colleagues, Charles

Hitch and Roland McKean, and published in 1960.1 This book
is probably the most comprehensive work on resource alloca-
tion and defense planning published In the past two decades.
The question I will address in my retrospective remarks is:

1. Charles Hitch and Roland McKean, The Economics of Defense
in the Nuclear Age, Harvard University Press, Cambridge,
Massachusetts, 1960.
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how does the Hitch-McKean work look nearly tuenty years after
publication? What are its significant omissions and com-
missions?

The prospective part of my remarks will then try to iden-
tify and comment on a few major current and impending issues
of resource allocation and defense planning.

Before I proceed, let me apologize for concentrating on
American defense economics and planning issues. I have not
attempted a broader treatment from the viewpoint of the
other countries and regions represented at this conference,
although such a broader treatment would be desirable. I
hope you will be able to link the observations I will make
to defense issues in other countries with which you are
familiar.

2. IN RETROSPECT

Let me begin by refreshing your recollection of the
Hitch-McKean book. It is divided into three sections:
Part I. "Resources M;ailable for Defense," which addresses
the relationship between defense and the domestic economy;
Part II. "Efficiency in Using Defense Resources," dealing
with allocative options within the military sector, and the
competing and complementary relations among operations deci-
sions, procurement and force composition decisions, and
research and development decisions; and Part III. "Special
Problems and Applications," which covers such specialized
topics as the economics of military alliances, logistics,
economic warfare, and R&D decisionmaking.

In my judgment, the Hitch-McKean book (hereafter referred
to as H-M) stands up remarkably well to rereading in 1979.
Nevertheless, there are a number of interesting omissions
and commissions and differences in emphasis that, in retro-
spect, appear worthy of comment.

1. In discussing the relationship between inflation and
defense, H-M stress the effect of defense spending on infla-
tion. The authors don't give much attention to the effect of
inflation on defense spending. From the vantage point of
1979, the latter relationship is at least as important as
the former. The deep-seated and persistent inflationary
characteristics in the American economy at present have major
consequences tor defense resource allocation and planning.
For example, the differential rate at which manpower costs
and capital costs have been rising should affect opportunities
for efficient substitutions between capital and labor in
planning, developing, and operating weapons systems and
military forces.
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Consider, also, the political commitment made by the
U.S. to our NATO allies to raise the real value of defense
spending on NATO-related forces. The issue of a proper de-
flator for defense expenditures, to calculate real as against
nominal outlays, has now become an important issue of defense
planning and policy. It was largely irrelevant to defense
planning in the relatively stable economic environment in
which H-M was written.

2. The index to H-M has no reference to "energy" or
"oil." However, the chapter dealing with "economic warfare"
includes this prescient reference:

"Control over Middle Eastern oil by any
single power or bloc would be a compara-
tively potent weapon because it could
upset the Middle East and European
economies sharply, particularly during
an initial period before adjustments
could be made."

2

Notably, the quotation omits the U.S. However, with
U.S. oil imports currently amounting to almost 50 percent of
national consumption, the U.S. has also become highly vul-
nerable to a protracted interruption of Middle Eastern oil
supply, although less vulnerable than our European and Asian
allies. One major consequence of this sharp economic change
is the importance for national security of the proposed
Strategic Petroleum Reserve. This $25 billion oil stockpile
has become a major issue and resource claimant in U.S. de-
fense and foreign policy planning in the 1980s, as it was

Anot in the 1960s.
3. The index to H-M contains no reference to such major

Sissues of international finance as those related to the
roughly $500 billion of Eurodollar overhang in international
exchange markets. One result of the overhang is a high
degree of instability in foreign exchange rates under the
present flexible rate system. The fluctuating value of the
dollar creates a serious problem of resource allocation for
U.S. forward-based forces in Europe, Korea, and the Western
Pacific. These were not important issues at the time H-M
was written. They are serious concerns now and likely to
become more so in the years ahead.

2. Op. cit., p. 303.
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4. H-M do not address the subject of nuclear prolifera-
tion, perhaps one of its more surprising omissions.

Expansion of nuclear reactors in the past two decades--
probably a considerably greater expansion than strictly eco-
nomic calculations would have warranted--has created serious
issues for defense planning in the 1980s that were not fore-
seen in the .960s. On the one hand, these issues relate to
the entire fuel cycle: uranium supply; enrichment and re-
processing technology and facilities; waste management; and
the breeder reactor. How these stages of the cycle are
managed or avoided will affect the supply of weapons-grade
nuclear materials in various countries and regions. On the
other hand, proliferation also depends on the incentives that
exist, or may be perceived to exist, for such countries as
Korea and Taiwan to acquire nuclear weapons in order to
strengthen deterrent capabilities they may feel have been wea-
kened by changes in U.S. force posture or foreign policy.

5. At a more microeconomic level, one finds surprising
the absence in 1-M of any detailed discussion of policies
and costs relating to military manpower. Since establishment
of a volunteer military force in 1973, a close linkage has
been created between civil labor markets and the market for
military manpower. The resulting impact on the budgetary
costs of defense, and the optimal structuring and operation
of forces as between capital-intensive and labor-intensive

components, have become important issues of defense planning
in the 1980s, which were not of concern in the 1960s.

6. In some respects, 11-M reflect a view of the nature
of war, of deterrence, and of defense economics that is less
complete and sophisticated than most of us have, or think
we have, currently. For example, 11-M make the following
remarkable observation:

"In our view the problem of combining limited
quantities of missiles, crews, bases, and
maintenance facilities to 'produce' a strategic
air force that will maximize deterrence of
enemy attack is just as much a problem of
economics (although in some respects a harder
one) as the problem of combining limited
quantities of coke, iron, or scrap, blast
furnaces, and mill facilities to produce 3steel in such a way as to maximize profits. '3

3. Op. cit., p. 2.
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From the vantage point of 1979, most of us would feel
that this statement ignores several considerations which
seriously degrade the analogy: the vastly greater difficulty
of specifying the "deterrence" objective than the "profit"
objective; the fact that "deterrence" depends on the per-
ceptions and the actions of Soviet decisionmakers as well as
on U.S. actions; and the potentially important interactions
between U.S. decisions about developing, procuring and de-
ploying forces, and those of the Soviet Union.

Notwithstanding these few critical comments, I repeat
my earlier general assessment: The Economics of Defense
in the Nuclear Age remains, twenty years after it was
written, a valuable survey of resource allocation and
defense planning. I think any of us would be happy if
work we have done passes the test of time as well as does
H-MI

H-M make a particular point which is unusually prescient
with respect to the economic issues related to defense plan-
ning in the future. Written at a time when nuclear weapons
were often accorded an exaggerated, and sometimes exclusive,
role in defense analysis, H-M remind the reader of the im-
portance of "economic strength as a deterrent of lesser
aggression." The importance they ascribe to mobilization
potential--the ability to boost defense spending, and under-
take rapid economic and military mobilization efforts--as a
deterrent to conflicts short of all-out nuclear attack, is
unusually discerning. I believe this iscue of mobilization
potential will acquire increased interest among the matters
that defense planners are concerned with in the years ahead.

In recalling the importance of mobilization capabilities
in the past, I think H-M envisaged the future.

S3. IN PROSPECT

I will now address a few current issues of defense
economics and defense planning in the U.S. that are likely
to assume greater importance in the years ahead.

3.1. Defense Resource Allocation and the U.S. Economy

At the macroeconomic level, a number of important changes
are under way in the relationships between defense resource
allocation and the economy as a whole.

4. Op. cit., p. 317.
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For example, over the past twenty years the proportion
of U.S. resources devoted to defense has declined sharply.
Defense expenditures declined from 12 percent of national
income in 1957 to 11 percent in 1967, 6 percent in 1977,
and less than 5 percent in the proposed 1980 budget. Defense
planning will face tighter resource constraints than in the
past. Consequently, more careful analysis of alternatives,
tradeoffs, and costs and effectiveness of competing ways
of allocating defense resources, will be needed in the future.

In the U.S., but perhaps not in Korea and Japan, we have
entered a period in which American taxpayers and their repre-
sentatives are displaying a growing resistance to expendi-
tures by the public sector. In part this resistance arises
from a general disenchantment with programs undertaken by
government, perhaps even more in non-defense than in defense
sectors. The result is additional constraints on resource
availability in the public sector

How will these fiscal limitations affect resource availa-
bilities for defense purposes? The question is both important
and difficult to answer. In the President's proposed budget
for FY 1980, defense is the only major federal government
program for whicha growth in real expenditure is planned.
Expenditures on social programs, energy, transportation and
housing, are, generally, scheduled for constant or reduced
real outlays.

Will this small expansion in defense outlays be enduring
or transitory?

There are a number of reasons why it may be transitory:
for example, the short-run political maneuvering which
perhaps links increased defense spending to lining up Con-
gressional support for a SALT II agreement; the temporary
pledge to our NATO allies to raise NATO-related expenditures
by the U.S. to match the planned increases by other NATO
members; and the political pressures in some circles to
curtail defense outlays in order to expand certain social

programs.
On the other hand, there are reasons why the increases

in defense spending may persist. For example, the increased
resources allocated to the defense sector are, in part, a
consequence of the Soviet build-up in both strategic and
general purpose forces, and there is as yet no evidence
that these will let up. Moreover, it can be argued that
the American taxpayer's resistance to public expenditures,
as reflected in Proposition 13 and other similar measures on
the American legislative scene, may be directed more toward
non-defense than defense programs, because non-defense
programs undertaken by the public sector often entail activi-
ties in which the private sector might plausibly assume a
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greater role (such as in housing, transportation, and energy)
if public sector programs were reduced. This argument does
not apply in the defense sector, the classic case of a "pure"
public good which the market for "private" goods and services
cannot replace.

Changes that have occurred in the structure of American
industry may lead to reduced price competition in U.S.
industry, including defense industry. These changes result
from the greater market power of both labor and business,
leading to stronger cost-push inflLtionary forces, which
are reinforced by the cost impact of regulatory and environ-
mental constraints. Defense costs may therefore rise at the
same time as defense budgetary appropriations are under severe
constraints.

On the other hand, an optimist might argue that a leaner
and more efficient defense industrial base may result.
Tighter budgets and rising costs may create pressures
toward economizing, streamlining, and increased efficiency
among the surviving firms.

This scenario is certainly possible, but I think un-

likely.
More likely, over the next few years, is a scenario in

which the rate of innovation and productivity increase in
American industry continues to be low. In recent years,
productivity increases have fallen from approximately three
percent per year to about one percent. The result may be a
lower price elasticity of supply of defense resources in the
future than in the past. Resource mobilization in the Ameri-

can economy may become increasingly, perhaps excessively,
costly. Hence, mobilization may become politically less
feasible in the future.

Defense planners, to the extent that they are concerned

with planning for possible "surge" expansion of the defense
sector, will have to take these new structural developments

~prominently into account.

3.2. The Defense Sector and the International Economy

CI will address only two aspects of the changing relation-
ships between the defense sector and the international economy.

As noted earlier, the U.S. is now more vulnerable to
an oil embargo, or the threat of embargo, than in the past.
It is a deplorable commentary on U.S. policy making that the
prospect for reducing this dependence over the next three
to five years looks dim.

Two important implications follow for defense planning.
The strategic petroleum reserve should be viewed as an
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important aspect of defense planning and defense policy. j
Whether the reserve covers import demands for 120 days, as
was originally intended, or only 60 days, will seriously
affect resource mobilization problems in the event of an
emergency.5 And energy policy, in general, will be an im-
portant aspect of defense planning and defense policy in the
future.

Future defense planning will also be affected by the huge

amounts of dollars that are held abroad. At the present time,
foreign dollar holdings exceed the total U.S. money supply
by about 20 percentl Small changes in the confidence and
expectations of these asset holders can have dramatic effects
on the exchange value of the dollar, and hence on the costs
of forward deployed military forces. I expect that this
source of enhanced uncertainty will become increasingly im-
portant to defense planners.

3.3. Technological Development in Defense Planning

Recent and impending developments in information pro-
cessing, guidance, and sensor technology will have dramatic
implications for defense planning and resource allocation.
On the one hand, the new technology makes possible more
complete and accurate command and control of the battle-
field, as well as more accurate targeting and delivery of
ordnance. On the other hand, the rising budgetary costs of
manpower, resulting from the all-volunteer torce and the
resulting link between military compensation and the civil
sector labor market, creates a greater incentive for defense
planners to save on labor costs in force posture and system
development decisions. As a result, defense analyses in the
future will have to give more explicit attention to capital-

labor substitutions in the development of systems, and in

the structuring and operation of forces.

4. CONCLUSIONS

The foregoing list is not exhaustive, but it indicates
some of the major issues affecting resource allocation in

defense planning that lie ahead: increasing competition for

public sector resources; possibly increasing real costs in

defense industry in the midst of an inflation-prone economy;

5. In fact, the existing petroleum reserve is below the
lower of these two levels.
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the growing relevance of energy policy in defense planning;
the new importance of foreign exchange markets and exchange
rate uncertainty in the planning and deployment of forward
based forces; and the new opportunities provided by tech-
nological developments for capital-labor substitutions in
the planning of defense forces.

I will conclude with one observation relating to the
methodology of defense policy and planning studies.

In defense planning studies in the future, we will have
to give greater attention to implementation analysis than we
have in the past. Typically, planning studies have proceeded
by comparing the costs and effectiveness of alternative pro-
grams, employing a more or less formal model of the problem
under consideration. A preferred program is then selected
by applying the usual sort of criterion to the results of
the model: for example, maximizing effectiveness for a
specified budget, or minimizing costs for specified effective-
ness. Sometimes, indeed more and more frequently, a dominant
choice doesn't emerge because there are numerous dimensions
for calculating costs and effectiveness: for example, short-
run and long-run costs without agreement on a discount rate;
initial and survivable capabilities; surge and sustainable
capabilities; political impacts on allies or adversaries;
etc.

Moreover, the various dimensions are likely to have
different degrees of uncertainty and different weights at- A
tached to them by different groups outside as well as inside
the policy community. Under these circumstances, policy
analytic studies should, and sometimes do, display separately
the various dimensions of cost and effectiveness, scoring
the competing alternatives accordingly, and leaving choice

Ito a subsequent decisionmaker or a decisionmaking process.
Even the most sophisticated analyses usually ignore or

give meager attention to implementation issues. Defense
planning studies rarely raise and almost never answer, such
questions as who would have to what, and when, and with what
possible and likely resistances, modifications, and compro-
mises, if alternative A were chosen, or B, or C? It is
therefore implicitly assumed that the costs and benefits as
modeled in the analysis, won't be altered by implementation.

When this implicit prediction is made explicit, it will
be readily acknowledged to be unwarranted, as is suggested
by a vast range of cases; for example, development of the A

FB-lII, and innumerable other instances of "goldplating"
in the development of new weapons systems. The question
rises whether we can do a better job in the future than
we have in the past in systematically including implementation
risks and prospects in the studies that we do?

23,1 1-9
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If we are to answer this question in the affirmative, the
part of the typical defense planning study that has been aptly
named "the missing chapter," dealing systematically with im-
plementation prospects, must become a standard part of defense
policy studies.

In recent years, discussion of implementation issues has
increased substantially. It has been concentrated in the
new public policy journals, several recent books and case
studies, and the curricula of graduate schools of policy
analysis. Most of this discussion has emphasized the typi-
cally large gap between programs as designed and as executed,
the lack of appropriate methods for anticipating these gaps
and taking them into account in doing policy studies, and
consequently the marked shortcomings of all defense planning
analysis in failing to address implementation explicitly and
systematically. 6

I have tried to deal with this set of issues elsewhere.
In any event it would take me too far afield to try to sum-
marize that discussion here. However, in conclusion, I
predict that resource allocation and defense planning studies
that are done in the future will and should devote much
greater attention to implementation considerations than they
have in the past.

6. Charles Wolf, "A Theory of 'Non-Market Failure':
Framework for Implementation Analysis," The Journal of Law
and Economics, April 1979.
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THE CHALLENGE OF OPERATIONS RESEARCH
IN THE DEVELOPING COUNTRY

SANG M. LEE

University of Nebraska
Department of Management
Lincoln, Nebraska 68588

ABSTRACT. In this paper, the challenge of operations
research in the developing country is discussed. There are
three formidable obstacles that the operations research
profession must face in the developing country: (1) the
culture; (2) uncertainties of the decision environment; and
(3) the lack of technical support resources. Overcoming
these obstacles is a real challenge. However, there exist
valuable sources of information that can be effectively
used in facing this challenge: the scientific inquiry system
and the history of operation's research in the industrialized
nations. If such information is digested and adapted with
creativity, it appears that operations research has an
enormous potential for contribution toward helping the nation
to achieve a sustained rate of growth in economic, social,
and political frontiers of the developing country.

-
I,

- I



1. INTRODUCTION

Managerial decision problems have greatly increasea in
number, complexity, and magnitude over the past thirty years.
This change has been due, in large part, to a dramatic change
in the nature of management and the environment within which
it operates. While organizations have become much larger and
more complex, management functions have become more special-
ized. Natural resources required for operations have become
increasingly scarce, forcing managers to evaluate decision
problems while considering environmental constraints. Ecology
and pollution control have become household words, govern-
mental and consumer groups have begun to exert greater demands
on organizational actions, and international politics and
trade decisions (e.g., tension in the Middle East, the OPEC
actions, etc.) have profound impact on many organizations.

As managers have become increasingly held accountable
for their decisions, not only to top management and stock-

holders, but also to government and other outside interest
groups, they have looked for more sophisticated approaches
to the analysis of overwhelmingly complex problems. Thus
there has been an increasing demand for techniques that would
be helpful for finding the best solution to a problem and a
defendable basis for arriving at the course of actionselected.

Consequently, we have seen great progress in the field
of operations research (OR), especially in the United States.
Many new theories have been developed and existing technqixas
greatly refined as a result of technical breakthroughs.
Also, new applications of existing techniques have been
developed, and an increasing number of complex problems are
being solved with the aid of the computer. The greatest
advance in operations research, however, has accurred in the
implementation of scientific approaches to real-world roblems
[10]. J

*1 ;The students and practitioners of operations research in

the developing country are faced with three formidable
obstacles: (1) the culture which may not be conducive to

the systematic decision making; (2) the uncertainties and
changing nature of the decision environment; and (3) the
lack of technical support resources. However, they also have
a decisive advantage. They use the history of successes
and failures of operations research in the industrialized
nations as a guide. Nevertheless, there is an enormous
challenge for operations researchers in the developing
country. In this paper, the nature of this challenge will
be discussed in light of the broad scientific inquiry system
for decision making and the history of OR in the industrial-
ized nations.

' }. . .
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2. SCIENTIFIC INQUIRY AND DECISION MAKING

"A well-known scientist decided that he had been a
bachelor long enough, or at least that he should seriously
consider whether to get married or not, and if so to whom.
Being a rational man, he sat down and enumerated the advan-
tagesand disadvantages of the marital state and the kind of
qualities that he shoutld look for in choosing a wife. As
for the advantages--and I quote from his notes, 'Children
(if it please God)--constant companion (and friend in old
age)--charms of music and female chit-chat.' Among the dis-
advantages: 'Terrible loss of time, if many children forced
to gain one's bread; fighting about no society.' But he
continued, 'What is the use of working without sympathy from
near and dear friends? Who are near and dear friends to the
old, except relatives?' And his conclusion was: 'My God;
it is intolerable to think of spending one's whole life
like a neuter bee, working, working, and nothing after all.--
No, no won't do.--Imagine living all one's day solitarily in
smoky, dirty London house--only picture to yourself a nice
soft wife on a sofa, with good fire and books and music

*1 perhaps--compare this vision with the dingy reality of Gt.
Marlboro Street.' His conclusion: 'Marry, marry, marry.'
Having decided that he ought to get married and having listed

* the desirable qualities of a future spouse, he then proceeded
to look for a suitable candidate. He had several female
cousins, so that there was no need to search outside theI . family circle. He dispassionately compared their attributes
with his list of objectives and constraints, made his choice
and proposed to her. Needless to say, he lived happily ever
after. The scientist in question-Charles Darwin; the year--
1837 [7]."

The above quotation is presented to point out several
important aspects of scientific decision making process. The

first aspect is that the rational decision making process
is nothing new. Man's desire to take the most effective
action has led to a continuous struggle to comprehend the
L orms and conditions under which the environment functions.
The increase in man's body of knowledge has led to new dis-
coveries, inventions, and innovations, and these have resulted
in greater benefits, comforts, and challenges for man. The
progress of a society has, therefore, been basically deter-
mined by the production and rate of increase in knowledge.
In as much as knowledge is sought for more effective action,
this pursuit is the basis for a cognitive system that we shallcall ":science." Science is the process or organized-body of

knowledge conforming to established rules of inquiry, as well
as to a system of propositions [10].

-85-

X, r 4



Through knowledge, science, and specialization, man has

recognized many of the relationships of his environmental

systems. This new knowledge has provided man with the oppor-
tunity to manipulate environmental conditions to produce de-
sired consequences. Man has thus acquired much control over
nature, providing new horizons of civilization and growth.
However, this is also the genesis of the problem of decision

analysis, since different decisions may result in different
consequences. Man attempts to select the course of action,
from a set of alternative courses of action, that willachieve

his objectives as fully as desired. Decision analysis is a
formalized process for increasing man's understanding and
control over environmental conditions. Thus, every new
development in knowledge or science may have a potentially
practical implication for decision analysis.

The second aspect we would like to point out from the
quotation is that decision analysis is constrained by the
environmental factors. Charles Darwin was a superb scientist
and therefore he wasabletobe rational in selecting his course

of action. For some reason, however, Darwin limited his

search for the bride within the family circle. Although he
thought he made the optimum decision, it might have been a
suboptimum decision at best. This special. constraint he
imposed might have been due to his family training, person-

ality, or the accepted life style during that period of time
in England. In other words, the decision environment presents
a host of constraints to the decision making process.

The third aspect which deserves our attention in the

quotation is that Darwin employed a systematic methodology
to solve a complex real-world problem that involves multiple

objectives. It is precisely this element of complexity which
has led to such a host of difficulties in scientific decision
analysis.

2.1 Decision Environment

One of the primary incentives for man to pursue know-
ledge is the basic human and environmental problem of sat-
isfying unlimited human desire with limited resources. This

has always been the most troublesome human problem. Most
human organizations, whether they are business enterprises,
governmental agencies, or social institutions, have evolved
in such a way as to narrow the gap between desires and
resources.

There are two possible approaches that may be employed
to solve this human problem. One is to increase available
resources. For an individual, this approach may take the

form of the Protestant work ethic which calls for hard work
to increase resources so that the individual can satisfy

--66-

--



most of his desires. Or it may take a form of scientific
endeavors that will enable him to utilize existing limited
resources in a more efficient manner. Finally, it may mean
a scientific breakthrough that creates new uses for relatively
abundant resources, such as water, air, sunshine, etc.

The second basic approach is for an individual to limit
his desires so that the existing resources become sufficient
to satisfy them. For example, one may choose to have a small
cottage in the mountains and meditate ten hours, have only
two meals, and work four hours per day. The two approaches
we have cited are quite in contrast, but both have found wide
practice in the history of human society [3].

The first approach is clearly a general philosophy of
Western culture. One who accumulates wealth through hard work
or innovative ideas becomes a successful person. The eco-
nomic rewards of hard work also usually result in social
and psychologicall rewards. In short, "money talks" for the
fulfillment of human desires. It is quite common in this
country to find a millionaire being respected even more
highly than statesmen, artists, scholars, or religious leaders.
Since we live in an environment of scarce resources (and it
is becoming scarcer everyday), it may be perfectly natural
and appropriate for those who acquire greater control over
resources to receive social respect.

The second approach has been a long-accepted practice,
although it is gradually diminishing, in Eastern cultures.
By exercising strong self-discipline, self-control, and some-
times even self--denial, one reduces his desires to the very
minimal, let's say to the subsistence level. This philosophy

is broadly defined as asceticism. Ascetics usually introduce
some philosophic or regligious accent into their daily life

in order to enrich their "inner" happiness, Physiologically,
the practice of asceticism is far from a comfortable way of
life. However, many have found the practice of asceticism
a meaningful life style as they receive social respect for
their philosophy, knowledge, and courage to endure physical
hardships. If not completely ascetic, an austere way of life
has long been advocated in many Asiatic countries as the

*gentlemanly life style. For example, even today, many orient-
al millionaires spend their leisure by enjoying "small
pleasures" at home, such as practicing calligraphy, playing
"go" (complicated oriental chess-type game), composing poems,
or watching the birds.

The point of this discussion, aside from the pros and
cons of Eastern and Western culture, is that in a society
where limitation of human desires is a respected way of life,
it is unlikely that systematic decision analysis will find an
important role to play. In other words, OR becomes important
in a cultural setting where the way of life is geared toward
greater control over resources to fulfill desires. Therefore,
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decision science is not equally applicable to a given problem

in different decision environments.

2.2 The Concept of Rationality

The traditional economic theory postulates an "economic
man," who is "economic" and also "rational." The economic
man is an "optimizer" in the Western cultural sense. He is
assumed to be one who allocates his resources in the most
rational manner and has the knowledge of the relevant aspects
of his environment. He is also assumed to possess a stable
system of preferences and the skill to analyze the alternative
courses of action in order to achieve his desires. In the
classical economic theory, we often assume that the concept
of economic man provides the basic foundation for the theory
of the firm. In other words, we often think that the deci-
sion-making process of an organization is or should be like
one employed by the economic man.

Recent developments in the theory of the firm have cast
considerable doubt on whether the concept of economic man
can be applied to the decision maker in today's complex
organizations [20]. According to oroad empirical investi-
gation, there is no evidence that any one individual is
capable of performing a completely rational analysis for

complex decis.on problems. Also, there is considerable
doubt that the individual value system is exactly identical
to that of the firm in determining what is best for the

organization as a whole. Furthermore, the decision maker in
reality is often quite incapable of identifying the optimum
choice, because of either his lack of analytical ability or
the complexity of the organizational environment, The concept
of economic man does not sufficiently provide either a
descriptive or a normative model for the decision maker in an
organization. Because of the organismic limitations of the
decision maker, his decision making will at best be a crude
approximation of global rationality. In this context, a well.-
kncv'n management theorist professor H. A. Simon (1978 Nobel
Laureare), has suggested that in today's complex organrzaticn-
al environment, the decision maker is not trying to optimize,
instead he tries to satisfice [21].

There is an abundance of evidence that suggests that the
practice of decision making is affected by the epistemological
assumptions of the individual who makes the decision. Indeed,
the practice of scientific methodology and rational choice
are not always directly applicable to decision analysis. The
decision maker is then, in reality, one who attempts to
employ an "approximate" rationality in order to maximize the
attainment of organizational goals within the given set of
constraints. He may fall far short of being a completely j

-68-

1.$



rational man, but his decision making behavior may at least
be "intentionally" rational, or he has the "bounded" ration-
ality. If we define decision science as a rational choice
process within the context of the decision maker's environ-
mental concern and his limited knowledge, ability, and in-
formation, the paradox between the economic man and decision
maker in reality becomes increasingly vague [21]. There
still remains discrepancies between the theory of rationality
and realities of human life. These discrepancies, however,
may provide valuable information for the analysis of human
behavior in the organizational environment.

2.3 Multiple Objectives

Organizational objectives vary according to the char-
acter, type, philosophy of management, and particular envircn-
mental conditions of the organization. There is no single
universal goal for all organizations. Profit maximization,
which is regarded as the sole objective of the business firm
in the classical economic theory, is one of the most widely
accepted objectives of management. As reviewed above, ih
today's dynamic business environment, profit maximization
is not always the only objective of management. In fact,
business firms quite frequently place higher priorities on
non-economic goals than on profit maximization. Or, firms
often seek profit maximization while pursuing other non-
economic objectives. We have seen, for example, firms place
a great emphasis on social responsibilities, social contri-
butions, public relations, industrial and labor relations,
etc. Whether such objects are sought because of outside
pressure or voluntary management decisions, non-economic
objectives exist and they are gaining a greater significance.
The recent public awareness of the need for ecology manage-
ment and the gaining momentum of consumerism may have forced
many firms to reevaluate their organizational objectives. An
exhaustive study by Lee [10], and Shubik [20] clearly in-
dicates that firms strive to fulfill multiple goals.

Many contemporary decision problems faced by industry,
eovernment, and other institutions will increasingly require
identification of more elusive and abstract objective
functions. The objective function no longer will be re-
stricted to a cardinal criterion; rather it will involve
general criteria related to the common good. Certainly,
costs will remain to be important decision variable because
it determines the resource requirements. However, its
function will be shifted from that of the objective function
to a decision constraints.

Important developments in the field of management have
clearly indicated that "management by multiple objectives"
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is the most difficult and important area of operations
research. Martin K. Starr, editor of Management Science
and a past president of the Institute of Management Science
(TIMS), stated at a recent professional conference that in
his opinion the most important research topic in the field
of operations research today is the area of multiple criteria
decision analysis. Warren Bennis, an eminent scholar in the
field of organizational development, stated at a professional
conference that organizations, as well as society in general,
have become so fragmented into various interest and value
groups that there is no longer one predominent objective for
any organization. Consequently, one of the most important
and difficult aspects of any decision problem is to achieve
an equilibrium among the multiple and conflicting interests
and objectives of the various components of the organization.
Several recent studies concerning the future of the indus-
trialized society [19] have echoed the same theme. When the
society is based on enormous technological development and
change, stability of the system must be obtained by achieving
a delicate balance among such multiple objectives as food
production, industrial output, pollution control, population
growth control, use of nonrenewable natural resources, and
international cooperation for economic stability.

One of the most promising operations research techniques
for multiple objective decision analysis is goal programming.
Goal programming is a powerful tool which draws upon the
highly developed and tested technique of linear programming,
but provides a simultaneous solution to a complex system of
competing objectives. Goal programming can handle decision
problems having a single goal with multiple subgoals, as well
as cases having multiple goals and subgoals [10]. The con-
cept of goal programming was originally introduced by Charnes
and Cooper [1], [2], [4], and further studied by Ijiri [9],
Lee [10], [11], [12], and others [8]. Application of goal
programming to real-world decision problems have been
explored for advertising media planning [6], manpower plan-
ning [51, production planning [15], academic planning [13],
financial decision making [14], economic policy analysis [10].
transportation logistics [16], [17], marketing strategy plan-
ning [18], environmental protection [3], health care planning
[10], and many others.

3. OPERATIONS RESEARCH IN THE DEVELOPING COUNTRY

Many developing nations have achieved truly miraculous
levels of economic growth during the past 10 to 15 years. We
can witness such growth and advancement here in Korea.
Perhaps we can single out the following factors as the most
important ingredients of the impressive economic growth
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achieved by several developing countries: a strong sense of
common purpose for survival and prosperity among people;
determination and a high level of motivation for hardwork by
workers; careful economic planning and vigorous international
trade; and the quality of leadership in government and
business. Although these ingredients are important for
the economic growth, they are not sufficient conditions for
a stable and continuous rate of growth. The primary reason
for this is the fact that the expanded base of the economy,
life style, an1 technological requirements require additional
stimuli for a continuous growth.

When the developing country reaches a point in her
economic growth where it becomes an effective competitor
with industrialized nations, many existing internal and
external constraints become increasingly more burdensome.
For example, the following major obstacles must be success-
fully succumbed in order to achieve a stable rate of economic
growth: stable supply sources of required raw materials
(especially, from external sources); international and do-
mestic markets for new products; national security and
political stability of the nation; timely and necessary
governmental policy changes for national and international
business; political and economic pressures in the inter-
national scene; technological assistance needs; and cultural
barriers for systematic growth of the economy.

Operations research can be utilized as a universal tool

in alleviating many of the obstacles discussed above. Fori example, OR can be utilized for the national defense planning,

development of a comprehensive economic planning models,
forcasingchanges in the international trade; and the like.

As a matter of fact, operations research can serve as a
vehicle that can greatly improve the conceptual skills of the
management manpower in the developing country. It is a rule
rather than exception that most developing countries emphasize
technical skills (e.g., technical high schools and colleges,
skill-oriented vocational training, engineering and drafting
skills education, etc.) and neglect management skills (e.g.,
formal training for leadership, motivation, analytical and
conceptual skills, and decision making). It is analogous
to emphasizing the markmanship of the soldiers and neglecting
tactics and strategies in the military.

The operations research profession in the developing
country has difficult yet challenging roles to play. It can
help the nation to achieve not only a sustained rate of
economic growth and the standard of living, but it can also
serve as the pole-bearer for systematic analysis and improved
decision making on the part of the managers and administrators.

*It is hoped that operations research would become a core
requirement for business and administration programs at
colleges and universities. This certainly would speed up
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the understanding and actual use of operations research in
the developing country.

4. THE FUTURE OF OPERATIONS RESEARCH IN THE DEVELOPING
COUNTRY

As discussed earlier, the developing country has certain
advantages over the industrialized nation in applying oper-
ations research. It can utilize the experience of others'
successes and try to avoid their failures. Also, it can
easily start the use of operations research with the most
advanced technical (theories and techniques) and technolog-
ical (computer hardwares and software) tools available today
rather than going back to 25 years ago. Let us discuss
several approaches that can be explored by operations re-
searchers in the developing country.

4.1 Learning from the Failures of Others

The development stages of operations research in the
United States can be broadly classified as follows: (1)
the primitive stage (prior to 1960's); (2) the rapid growth
stage (the 1960's); and (3) the maturing stage (the 1970's).
During the primitive stage, the operations research professio

was organized (e.g., TIMS and ORSA) by those who transferred
from such disciplines as mathematics, statistics, natural

sciences, and engineering. Operations researchers were
primarily interested in learning and developing techniques
in order to'find optimum solutions to clearly defined

operational problems, such as production scheduling, in-

ventory problems, blending problems, and the like.
The rapid growth stage was the period during which a

dramatic growth of operations research occurred in academic
institutions. The rapid growth of OR in academic institu-
tions has brought some positive results. Perhaps the most
important development was that OR provided a special impetus
to utilize the enormous analytical power of computers to
decision analysis. However, there also were many negative
results. Many operations researchers have put a great deal
of energy into academic, theoretical, or pure research for
refinement of minute details of various techniques that had
no or little relevance to real-world problems. Or, they
tried to apply powerful tools to tedious and unimportant
problems. Consequently, research was often conducted for
the sake of research or publication. Many practitioners and
managers began to be disillusioned, partially due to their
inability to comprehend the research work and partially
because of the irrelevance of the study. Also, evidence
of a tendency began to develop which emphasized the techniqies
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over the problems to be solved and some researchers tended
to look for problems that could be simplified and solved by
certai*techniques. This "have-gun-will-travel" approach
is indeed contradictory to the very purpose of OR. There has
been a lack of understanding of the decision environment,
organizational values, conflicting nature of objectives, data
requirements, time constraints, politics of the organization,
and noneconomic ramifications of decision alternatives.

During the maturing stage, the OR profession began a
self-evaluation. The operations researchers started to ask
the question, "Are we doing the job we are supposed to be
doing?" Many leading OR practitioners began to.speak out
about the failures of OR as well as its successes. This pibse

can be characterized by its emphases on: more pragmatic
approaches that would ensure actual implementation of OR
studies; emalysis of the entire decision environment and the
nature of the problem rather than simply developing a model;
obtaining satisficing solution rather than always looking for
the optimal solution; application of advanced computer
technology (simulation, heuristics, etc) for ill-structured
managerial problems; and multiple objective decision making
approaches.

The OR profession in the developing country should not
experience the same developmental pains as in the United
States. It should avoid the failures experienced by OR
practitioners in the United States, especially the aimless
emphasis of theories, the tendency to overkill a problem
with sophisticated techniques, and the OR travelling sales-
man approach. It should emphasize the aspects of OR that
are currently important in the developing country, such as:
developing simple and cost-effective approaches to problems; -

analyzing a problem in its entire environmental perspective;
developing a satisficing schemes rather than always looking
for the optimal solution which may not even exist; emphasizing
the implementation of OR models rather than simply formulatirg
models in order to show off the researcher's mathematical
prowess; and recognizing the multiple and often conflicting
objectives in every important decision problem.

4.2 Learning from the Successes of Others

The OR profession in the developing country can also
benefit from the success experiences of OR in the United
States. The following items probably represent the most
important aspects of the OR success stories.

4.2.1 Interdisciplinary Approach

In OR, problem solving is usually approached by a team
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rather than by one researcher. There are several reasons
for this interdisciplinary (or at least a task-force) approach.
First, the body of knowledge in OR is so vast that it becomes
impossible for one individual to be a Jack-of-all-trades. j
For example, a researcher may be an established queueing
expert, but he may not know enough linear programming to
develop a production planning model. Second, the problem
in question may involve several departments in the organi-
zation. The researcher may have neither the organizationa
experience nor the time to comprehend all the interrelation-
ships among the departments. A convenient way -Go acquire
this knowledge and also have the operating personnel
participate in the decision analysis is to form a team by
selecting a key person from each department. Third, many
complex problems usually involve economic, biological,
psychological, physical, engineering, and .environmental
aspects. These aspects of the problem can be analyzed best
by those who are directly involved in these areas.

4.2.2. Strategies of OR Implementation

For a successful implementation of OR studies, a
considerable amount of artistic creativity is required. The
real-world application of OR requires creativity to combine
OR knowledge with the complexities of the problem. Further-
more, the researcher must believe in the value of his work.
Without this confidence, he cannot effectively communicate
his ideas and expertise to the manager. The application of
OR requires information such as maxagement philosophy,
policies, goals, and relationships among pertinent decision
variables. Much of such information can be obtained only
from top management. The researcher must have the full
confidence of the manager for problem analysis and implemen-
tation.

There have been several successful attempts in the
United States to narrow the gap between management and OR
specialists. First, there has been a rapid decentralization
of OR programs in industrial organizations. Instead of
maintaining a separate OR group, many firms have sprinkled
OR specialists throughout the organization in positions where
they can really help the organization. Many OR specialists
are assigned to significant functional positions, or as aides
to the top managers. They are given line responsibilities
for results. Another trend is the manager's demand for the
decision model implementation by the OR group. This approach
has been successful in alleviating the problem of unworkable,
theoretical model design on the part of the OR group. A
third trend has been a thorough on-the-job training of OR
specialists about the functional, social, behavioral, and
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political aspects of the decision environment. It is the
responsibility of management to expose OR specialists to the
real-world decision environment. In summary, everyone recog-
nizes the potential contribution of OR. The issue that needs
our attention is the best way to put OR to work.

4.2.3 Multiple Objective Decision Making

As discussed earlier, multiple objective decision
analysis has become a very important area of OR in recent
years. It is a challenge to the OR profession in the develop-
ing country to apply this concept to intertwined decision
problems they now face. Achievement of various economic
and social goals while maintaining heavy national defense
and security burdens clearly presents a multiple objective
decision problem. Analysis of the problem in terms of
appropriate goal levels, priorities, trade-offs, sensitivity
of the solution, and various social, economic, and political
ramifications of solutions would provide very valuable in-
formation. Many new advances in the area of goal programming
(e.g., interactive, integer, decomposition, separable, and
chance-constrained approaches) may be valuable tools for the
analysis of multiple conflicting objective decision problems.

4.2.4 Technical Progress

In order to analyze the ever-increasing complexity of
managerial problems, more sophisticated OR techniques are
needed. Indeed, there have been many important advances
made during the past 10 years, such as simulation techniques,
heuristics, multiple objective models, etc. The second
advance we have seen is in the expanded use of existing
techniques. For example, there has been such an improvement
in the efficiency of linear programming that it can be applied
to very large-scale problems involving thousands of decision

-variables and constraints. A continuous development of new
and better theories and expansion of existing techniques
would be necessary to analyze many contemporary societal
problems. A third area of advance in OR has been the
development of more realistic descriptive models for
managerial problems. Up until now, OR specialists have
primarily engaged in the development of normative-type models.
In other words, the model has been developed to get an
answer as to how a decision ought to be made. However, since
the model has often been designed without the consideration
of the decision makers' philosophy and other environmental
factors, the model result has found only occasional im-
plementation. The descriptive model incorporates many of the
important environmental aspects and the decision makers'
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Judgment. Such a model would undoubtedly be more acceptable 4
for implementation.

The OR profession in the developing country must realize
the fact that the technical progress is a very costly pro-
position. Thus, it should develop a cooperative scheme with
either leading universities or professional organizations in
the United States and/or other advanced nations so that most
up-to-date information can be easily obtained at reasonable
costs.

4.2.5 Technological Progress

The technical progress provides the necessary means to
perform a systematic decision analysis. Actual applications
of OR to complex real-world problems, however, require the
use of the computer. The remarkable progress in computer
technology, both in hardware and software areas, has allowed
a greater sophistication of decision models. It is now
possible to construct and solve very elaborate production,
inventory, finance, and planning models that require a
great memory capacity on the part of the computer. With the
continuing inventions and innovations in the computer field,

the application of OR is expected to become even a more im-
portant management function.

Already, micro computers and the time-sharing method

have brought dramatic changes in decision analysis. With the
convenience of a remote terminal facility, a continuous
monitoring of a decision system on a real time basis is
possible. With the progress we have seen in computer tech-
nology, many repetitive type operating systems can be
analyzed entirely by the computer. Another important advance
in computer technology that has had a significant impact on
the application of OR is the stnadardization of various tech-
niques in the form of "software packages." With further
advances in this area, perhaps the application of the most
widely used OR techniques may become routine.

The OR profession in the developing country must devise
a scheme to obtain information concerning the most up-to-date
computer hardware and softwares. Evaluation of the available
computer resources and selecting the most appropriate systems
would be a very important role of OR specialists.

4.2.6 Organizational Impact
In the beginning of the OR application in various organ-

izations, an operations researcher was an isolated person in
the organization. He designed mathematical models whenever
the need arose but remained isolated from the actual imple-
mentation and impact of the study. However, today, manage-
ment personnel recognize the impact of OR studies on the
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organization as well as on the work behavior of those
directly affected by them.

Operations research specialists are professionals with
advanced degrees. They are usually specialists with narrow

backgrounds. In order to play their role effectively, they
i must learn the structure, functions, work methods, and be-

havioral aspects of the orgf~nization. Furthermore, they must
be patient persuaders and advisers. In other words, the
effective operations researcher must be "a specialist with a
universal mind."

The OR specialist in the developing country must be
cognizant to the pragmatic aspects of the organization. They
should recognize the importance of the external factors,
internal environment of the organization, and behavioral
implications of OR studies. The impact of OR studies
would most likely to be very dramatic and profound in the
developing country if operations researchers are able to win
over the culture, management, and the system to their side.

5. CONCLUSION

In this paper the roles and challenges of OR in the
developing ccuntry are explored. There are many obstacles
that must be overcome by OR specialists such as the culture
which is not conducive to the systematic decision analysis,
uncertainties of the decision environment, overwhelming
priority of the national security, and the lack of technical
and technclogical support resources. However, this is pre-
cisely why the challenge of operations research provides
excitement and sense of special pride to the operations
researchers. This paper attempts to provide positive notes
as to how this challenge can be met. It presents the basics
of the scientific inquiry system and the history of operations
research in the United States as possible sources of inform-
ation. If this information is effectively utilized, the
potential contribution of opeuations research in the develop-
ing country is indeed unlimited.
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SOME NEW MODELS OF
QUEUING THEORY

TOSHIO NISHIDA

Dept. of Applied Physics
Faculty of Engineering

Osaka University

Osaka, Japan I
1. INTRODUCTION.

A queuing system exists when a customer arrives at a
service facility, wait in queue for service, are serviced,
and then depart. There is a number of variations in each
of the phenomena associated with a queuing system. We have
to describe these phenomena in a mathematically manipula-
table form.

It is well-knwon that the origin of queuing theory is the
work by A.K. Erlang in 1910 concerning telephone congestion.
Thus, this t~leory has about 70 years history. It has been

applied to a great variety of business situations. For
example, checkout stations of supermarkets, restaurants,
gasoline stations, airline counters, hospitals, production
lines, and so on.

On the other hand, a huge number of theoretical papers
has been published. There are about 9 hundred papers in
the references of the famous book "Elements of queuing
theory" by T.L. Saaty.

Table 1 shows the number of papers in recent 5 years
concerning queuing theory which is taken from the Interna-

tional Abstracts in Operations Research.

In this paper, I hall present two new models of queuing
theory. One is coirelated multi-server queuing model,
and the other is commutative tandem queues.

9 4
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TABLE 1

.1974 1975 1976 1977 1978

Theory 61 37 34 53 50

Applications 19 21 24 40 37

communication 1 2 2

computer 2 2 2 3 5

distribution 2

education 1

gaming1

health service 1 2 5 3

inventory 1 2 3

location 1

maintenance 2 2 1 3 3

production 5 1 5 4 3

public service 4 4 2 1

scheduling 1 2 2 3

simulation 1 3 1 1
transportation 5 7 5 13 16_

total 8 5 8 58 93 87

'I 4 '

4 '.8
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2. CORRELATED MULTISERVER QUEUE
In most of the published studies of multiserver queuing

systems, it has been assumed that the service time of all
servers are mutually independent. In some practical
situation, however, this assumption is not realistic, due to
the competition or cooperation among servers.

2.1 General Model with Random Input

We shall consider a multiserver queuing model which has
arbitrary \c servers. It is assumed that the successive
customers arrive according to a Poisson stream with a
parameter X > 0 , and the system is able to hold a maximum
of N customers, and the ordinary queue discipline is being
employed. The service time of c servers are assumed to
follow the modified form of multivariate exponential
distibution (M7 E) introduced by Marshall and Olkin, where
the service rate at which only one service finishes is all
equal to v, the service rate at which two services finish
at the same time is all equal to a and the event equal to
or more than three services finish at the same time cannot
occur since it is not realistic in the queuing model. We
shall denote this system by the symbol M / MVE / c(N).

Fig.1. M/MVE/c(N) queuing system

server 1.

(P) )ci

server 2.

(iiA - t
N-c

server c.
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Let Xj (1,1 i L c) be random variables representing the

service time of c servers. Then, by the assumption,
we have

Pr[ I Xt~,,X2> X2 ,. ,XC> xC
C C (1)

=exp [-'U Ex, - OTIEmax(x,. x/)J

From (1), y-dimensional marginal distribution is

ex (p+( 9~jIXI-a-. I- MaX(Xk,Xk,) (2)

especially,

Pr [ Min(X11 X2,"I XI) > X

=exp[-I r I2ju+ (2c- r -I)a xJ (3)

The fact that this distribution is exponential will be
useful in the following.

Let P n(t) denote the probability that the number of
customers in the system is n at time t. Then we can

v write the differential-difference equations for this
system as follows:

p.1(t) -= Ot+jj~)bP()

p.()= ),pfl (t) - (X+ a)PN(t) +(an.., b,,+,)Pn+,(t) + b+2Pn+2(t)I
(I <n < c-2)

P(t) = XPc- 2(t)-(X + ac-aOPCa0) + (ac bc)Pc()+ bc~c( ), (i

(c <ng N-2)

6-v.. 10) = APN-.2(t) - 0' +ac)PN..(t) + (ac bI)PN)

P'(t) A.PN_ I(t) - acP(t),

where Inc 5
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From these equations, we can readily obtain the following
difference equations for the steady-state probabilities

Pn= Lim P n(t)
t4_

-X~ *n+PMl bn2P+2= 0, (0 <n <c-2)

-Xn ep~ +bcn2 20, (c- I < n <N-2) (6)

- XPN- I + aPN = 0.

And the normalization condition is

N
E p. 1 (7)

In order to solve (6) and (7), we use the generating
function

N
F(z) Z paZ". (8)

Ma~o

4 From the equations in (6) except for the first (c-2)
equations, we get

L'N'~ JIC-.(acZ+bc)Zc
2 P-2

+ f(:) 1; znpnJf(Z)JI
Ri=0

where

f(Z) = Az2 -a~z- b. (10)

Normalization condition yields

c-3

And the regularity of F(z.) shows

-2 -+3-;t bP- AtPc-.2 =0

(12)
-c- XrPe.. 2 =0

-8--
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where
t= I[at-a +4Xbc) 1]/(2).), r= Jac +(a2+4Ab.)1 K2) (3

are the zeros of (10).
To determine pn (0 <n I c-1) and PN9 we can use

(ii), (12) and the first (c-2) equations in (6). Remaining

Pn(c I n ; N) are

PM = pN (N , -. _ N - )I( - r , (c n < N-1) (14)

If we set N=c, we can get the results for no queue case.
For the case N=-, we need the steady-state condition

A. <C [,a+ (C ct1 (15)

and the generating function becomes

G(z) = [-(z + b)ze-pc-_ - (az + bc)z-pca1 [Zf(Z) I + Zz"p • (16)

2.2. Explicit Solutions for Two and Three Servers Cases

2.2.1. Three Servers Case ( M/ MVE / 3(N))

In this case, the generating function is

F(Z)

= XpXzN+2 - uPaZ $ 
- (2ap 2 + 20up, + cp,)zl - (3ap, + 3MpO + 3*po)z - 3po

X(Z - W)( - 0

(17)

where

= I3(;& +a) - 19(p + a)2 + 12 I) T 1/(2X)
(18)

= 13(ju+c)+ [9(y+)' + 12aX I(2X) .

The steady-state probabilities are

p0 = (6* + 3p - X)B,/ B.

p, = A j 3&(N - rN)+. N-I _N-)j Po/B, (19)
PR = 3a(N+! - " - '-n")polBa. (2< n _N)
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where

B, = 3a(2a +j)( - N) + I( - - N-) (p2 + 2ap -aX)

(20)

B2 = (2a+g) [3a((6a+ 3A+ 2X)( N _ N)

+ Wt(N-)_ N-1) ( 6 ap + 3p + 21A - 3* -X 2)) - 3A2 ( - r)

Upon setting N = 3, we have the following results for
no queue case.

Po = C,/C2,
p, = 3X(3a2 + 2p2 + 50A + cOx)po/Cl,

P2 - 3= (a + )po/C,, 
(21)

p3 = X3po/C,,

where

C, = 3(2a +,u) (3a" + 21A2 + 5 + aX) + 3t(a +,p),
(22)

C2 = 3(2a + I + X) (30 2 + 2p2 + 5U + a ) + JX(Q + p) (a + X) + X3

And for the infinite queue case, under the condition

X < 3(p + 2a), letting N + , we obtain the following:

B, (p2 + 2*p - oX)t + 3(2a +,u) D,

B2  (2e+p) [(6ctp+ 3p2 +2pA- 3a,- V)t + 3a(6a + 3p + 2X)j Y2

Po = limpo = (6a+3p )D/D2 ,,N-.p  (23)

P, = lim p, = X(3a'")+o/D,,

N--

If a =0, we ave

2(1 -p)

A0mp = UM P)

Po 0-0 o~ 2 + 4P + 3P2 - 9pN+
1

limP, = 3Po, (24)
a-0-

lmp P, P Po, (2 n<N)

which agrees with the solution of M/M/3(N) queuing system.
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2.2.2. Two Servers Case (M/MVE/2(N))

In this case, we require only equations (11) and (12).
W~e use, in this subsection, v instead off a, a and a instead
of t and 4 respectively. Then, we have

a= [(2A +P) - V(2pu+a')T+ 4x,]/2X

(25)

The steady-state probailities are

2,v)(p&+a)Aj 1 Ao-%Api/Ao

(26)
p.=CA5/Ao)p 0, n=O9,1,...,N'

where

Ao =pa~vj9NI -'~~.(27)

For the no queue case, we obtain

P0  (2pz+s)(p&+v)+2X(g&+a')+X

P1 _2_W+_P)L+P)2)LL+P)+X2(28)

And in the infinite queue case, under the condition

X <2(p + v), we have

(29)
l'?2 Pa

The mean number of customers in the system M/BVE/2(li) is

(30)
I(p+a)(2P0 +Pj) -xNjl (2o+ s'-2).)) (20,+ 0' _x1-2
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And the probability that both servers will be busy is

EP~(~av1(8+'a~ - (31)

2.3. Optimal Assignment of service rates for Two Servers
with General Input

Up to this section, we assumed that the service rate at
which only one service finishes is all equal to p. Here
this rates are assumed to be U and U2 for two servers.

Namely, the service time distribution is the bivariate

exponential distribution BV'E(vI1, p2, ) The interarrival

distribution will be arbitrary. Thus, we consider the
queuing system G/BVE(I' p2 ' V)/2(N).

The problem is to seek an optimal pi(i = 1,2), so as to

minimize the loss call probability, under the condition
i1 + 112 = P(constant).

2.3.1. Rate of Loss Calls

Let A(t) be the interarrival distribution with arrival
rate A and Bl(t), B2 (t), B3 (t) be the exponential distri-

butions with parameters pl' P2' and v respectively.

We shall denote the states of this system as follows:

(i,j;x) : number of customers in server I is i, in
server II is J(i,j 0,1) and the elapsed
time from the last arrival is x.

(O;x) : simple expression of (0,0:x)

(n;x) the number of customers in the system is n(2;2)
and the elapsed time from the last arrival is
X.

Let f(s:x) be the expected time unitl the first loss call,
starting with the state (s:x). Moreover, we shall use the
following notations:

Ax(y)=[A(y+x)-A(x)/[1-A(x)]

Ax(y)=-Ax(y) I
B-(v)=1-Bdy) (i=1,2 and 3)
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B,(y)AB,(y) =distribuition of minimum of Bg(yv)and Bjy) (i,j=1,2 and
3, i*j)

Bz(y) 4Bz(y)4 Bs(y) =distribution of minimum of Bi(y), Bt(y) and Bs(y)

B,(y)4 Y2(Y)AB(y)=1-(B,(Y)AB(y)A B3(y)).

Using these notations, we can obtain the following
equations in a straightforward manner.

f (O;x)[y+f(l 00)]dA.(y)

1(1, Ox)=f Lv+f(2;O)](B 1 (y)4 Ea(-y))dA.(y)

+J.[Y+(O;x+Y)I1Ax(y)d(Bi(y)A Bs(y))

f1(0, 1; X) J [y+f (2; 0)J(Ba(y)A Bs(y) )dAx(y)

+fLy+f0; x +y)FA1?(y)d(B 2(y)A 93~(Y))

f (2,x) = J'Y+f(3; 0)](B3 (YblBA~Y)ABs(y)) MAY)

j+f[Y+f(M0x+y)]
7 4x(y)(Bs(Y)4B:(y))dB3 (y)

+f r y+f (1 10; x+y)IAsx(y)(B&(Y)A AW())BzAY)

1+M,1; x + Y) A y) (B: (Y) A B3() dB 1(y) (2

f(3;x) F'(yf(; O)j(Bdy)ABs(y4 B( y))dA.( y)

£+ +fy+f(1,0; x+Y)JA-x(y) (B1 ( y)A B2(y))dB3(y)

+fy+f(2; x+y)IA.(y)(y)d(B (Y)4 B:( y))

f (k; x) Jf(y+f (k+ 1; 0)] (BIdy)A B:(y)4 B%(y))dMAY)
+]['y+f(k-2;x+y) ]A,(Y)(Bz(y)A Bs(Y))dB3( Y)

+f[y+f (k-1; x+y)IA,(y)TB(y)d( Ba(y)A 8 2(Y))

j(49 k9 N- 1)

*f [~f(-2;+Y)-,W-(y(Biy)ABa(y))dBs(y)

r+fy+f1(N-I; x+y)JA.( y)A( y)d( B,(y)A Bs(y))
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These equations hold for N L 4. In case of N =2, last
three equations vanish and fT3;x) in the equation of f(2;x)
must be zero. For N = 3, last two equations vanish and
f(4;x) in the equation of f(3;x) must be zero.

For simplicity, we put
f(O;O)=fo,f(1,O:O)=fao~f(0,1;0)=foi,f(n;O)=f. (n92) (33)

Solving the system of equations (32), we obtain

a(pi+ i.fzO=V'+a(jp,+ )f,

fO=A-'+a(pz2+ i')f2+(1-aG2+ Y))fzo

0-2 1i( -- 2)
+ Y ~ p i( )mj(1)'a(111 +."2+ )80 j .0

See-(31±)
2- atmei. 0-1-21

Pen 1-] 0. [t"P +0+Y

M-2 men($ 38-3-2

+ Y') (2;5m;5N 0v1 =)

where

a(s) =f x(- sx)dA.(x)

a"W(S ) =jd4 ) a(s)ds
A .=a ift+a2 W, B = b, C,-+ 1,2 2 (3)

f= b((+U- I~) (PI' +12)-4iizv) /2P)

To find the rate of loss call, we have to solve the equations'
(34). If f. is solved, then i/(Af N is the rate of

loss call.

-0

I. B11 R6~ ~ '

';~. 9WY<IO



2.3.2. Optimal allocation for no queue case

In the system G/BVE(pi, p2, v)/2(2), the probability of

loss call becomes

1+P=v-~-p~' (36)

In order to get the optimal value p for ul, we differ-

entiate this equation with respect to pl* Then we obtain

V as the unique root of B(p*) =0, only when 0(pI) is
positive,
where

(37)
+ Y).

This 1 exists between v/2 and p. When S(P) is
negative, optimal value of v1 is p62is o).

Now, we shall show the otpmal allocations for some type
of arrival distributions.

(a) Random Arrivals. (M/MVIE(p 1,9 p2 9 v)/2(2))

* When
0O< A< Y) - +p ()(p+ s,)'+4AY) 2]/2

the optimal service rates are

And if ' " 2*
A> [- (p- Y) +f( p+ ')z +4AY)I' 21/2I'the optimal service rates are

wbere12

p%(A~p~-) {(A+li+ )(2A+2y'p) (8

j (b) Erlangian Arrivals (Et/MVE(P*1  v2 )/2(2))

-* j In this case, we have

* 91-
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is the optimal value of Pand if 0(pz) < 0, the optimal

rates are ill= P, P2 =0

(c) Regular Arrivals (D/MVE(p ' 1129 V )/2(2))

When

2> exp( - A/A) + exp( - YIA)

the optimal service rates arep P ', = 2 = V '

where

=a -Alog2 + p+ 2j,+ Aog [exp( - y/A) +exp - (1,+ 2 )AI. (40)

And when < x ( -p ) + x ( -Y A

P, xp P, 2 = 0aretheoptma rates.
Fig. 2. G/MVE(ii, UJ2, v)12(2)

to cal
1.01

Fig. I IM call with no Regular

Randm lntjt ~S Frl~n -. rlane (phase 4)

0.24 .- &=0.3
0.8

-Random

Fix 2. optimal v~niee rate of Sewrvcr
0 10 1 indrpnrwkwcfncbsnbuinn,

ahno %%astina nxnn

0.0 0.2 0406 081.0 #1- ii O'ti 4 l~ li

~~~~~~l + V 2____________
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* 2.3.3. Optimal Allocation with Random Input

The loss call probability bccomes

where

E= -(/Ai-pa2)(pI2Y-A)p.( C "~)

and
f= [01+IAz+ Y-1 f(Pt+F2+ Y)2 +4AY 112 ]/(2A)A [ p, +p,+ '+((pa +pl+ y)2 +4AW "/(2A)

After some simple calculations, we have the following
results. Let

(4&2)

then if ONi) > 0, the optimal service rates are P ,

P2~ = 0. And if (p() < 0, Pl = 11 V 2 = 1- P are

optimal, where

Letting v -),-, we can get the optimal allocation for
M/M/2(N) and the optimal value of P 1 is

limp' =A+p{ (2~C- ~ A p (A p)A (4*4)

3. COMMUITATIVE TANDEM QUEUE

In some assembly line!T, there are many cases in which
empy taisn re toe rears s ffce y ofre ssem.uec
of stations an bre use ireaes fey orre sseue

shall call such system commutative tandem queue. We
consider a two serial stations. We assume that customers
arrive according to a Poisson stream with parameter A and
each service time of two stations is exponentially distrib-
uted with same parameter vi. In the case of which each-

W3- -
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service rate of two stations is different, the detailed
balance equations for steady states are easily derived but
its analysis is complicated. So, for simplicity, we only
concern with the case of th. same service rate.

Moreover, we assume that there are no queue between two
stations.

Fig. 3. Commutative tandem queue

I

Counter 1. Counter 2.

( n - - - I - - -- --
I.I

Over flow

Arriving customers enter the first station if both
stations are free, and they join the queue if both are
occupied. They can first enter the second station if this
is free and the first station is busy. If a customer has
already completed service of two stations, then he emerges
from this system. But if he has not completed by the other
station and it is not free, he has to stay there, that is to
say, this station is blocked and the other station has
completed service, he is able to enter it.

It is also assumed that customers can transfer between
stations instantaneously. The queuing discipline is first-
come-first-served.

3.1. Some Characteristics for Finite Waiting Room

We shall consider a commutative tandem queue in which
the waiting rooa allowed ahead of the first station is
finite. The capacity of waiting ropm is N. A customer
who, upon his arrival, finds the system full departs never
to return.

The particular state of the system is labeled by the
states of the queue length ahead of the first station and
the states of the two stations. The state of the queue
length is represented by the number of customers in queue.
Each station can be empty (0), serving a customer who has

~S 0



not received (unfinished) service at the other station (u),
serving a customer who finished service already at the other
station (f'), or blocked (b) when it has completed own service
but the other is still occupied. It is convenient to
express the probability for this system by the form P(-,

* ,where the first dot is the state of queue, the
second is that of the first station and the third is that of
the second staticn. For simplicity, the probability of
no customers in the system is denoted by P(O).

The detailed balance equations for steady-states are as
follows.

APMO 0 UP(O,f,O) + liP(OO.

Odv) P(0, U,0) 0 )AP(O + jP(O,u)

(X+V)P(O'fO) - iPP(OO'u) + uP(Ojfj) + W)JP(,b)

(k"M.0, * -UP(OMMu

(A+U)P(O,O,f) -U P(O,u,O) + uP(Ojfj) + vP(O,b~f)

(X+2M)P(O.U.U) a )AP(OO'u) + AP(0, U,O) + ijP(1,f'u) + iP(1,u,f)
(X+2ij)P(O,f,f) P iuP(O,u~b) + PP(O,b,u)

.4 P+2P)P(O,u,f) - )XP(O,O,f) + WAP14.0f + izP1,bM)

(A+2p)P(O,f~u) - )XP(O,f,O) + iP(1,f,f) + viP(1,f,b)

X+p) P (0,b, u) - P(O,u,u)

(X+ji)P(O,ub)0 - iP(O~u,u)

(A+p)P(O,f,b) - ~IP(O,f,u)

(A+2jP(n,f,f) - O~(n-1,fU) +ipr~~)+ipnu

(A+2uj)P(n,u,f) - )XP(n-1,U,f) + juP(n+i,f,f) + ijP(n+l,b,f)

(X+2ij)P(n,f,u) a XPOn-1,f,u) + uP(n+1,f,f) + uP(n+1,f,b)

(X~u)P~n~b~) aP(n-1,b,u) + ijP(n,u,u)
(X+ii)P(n,b,f) - )XP(n-1,b,f) + ijP(n~ujf)

(A+pi)P(rn,u,b) a XP(n-1,u,b) + uP(n,u,u)(1nI)

Qq+p)P(njf,b) a AP(n-1,f,b) + ijP(n,f,u)

20uP( Muu - XP(N-1,u,u)

21P01,fMf - )AP(N-1,f,f) + ijP(N,b,u) + Oi(N,u,b)

2VP(N,u,f) - AP(N-1,u,f)

21,P(t4,f,u) a A(N-1,f,u)

ijP(N,b,u) a )P(N-1,b,u) + PP(N,u,u)

~IP(N,b,f) a AP(N-1,bjf) + )P(N,u,f)

iPO4.u,b) - )XP(N-1,u,b) + ujP(N,u,u)

vP(N,f,b) - AP(N-1,f~b) + pjP(N,f,u)
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Setting
P (ni,1) P P(n, u, u)

p(n,2) -P(n,f,u) + P(n,u,f)

P(n.3) -P(n,f,f) (6

p(n,4) aP(n,u,b) + P(n,b,u)

P(n,5) - P(n,f,b) + P(n,b,f) ,

we get
(2+p)P(n,l) - pP(n-1,1) + p(n+1,2)

(2+p)P(fl,2) - pP(n-1,2) + 2P(n+1,3) + P(n+1,5)

(2+P)P(n,3) - pP(n-1,3) + P(n,4)

(1+p)P(n,4) - pp(n-1,4) + 2P(n,1)

(1+P~)P(n,5) a pP(fl-1,S) + P(n,2) (0<pIN-1)

2P(N,1) -PP(N-1,1) (147)
2P(N,2) - PP104-i2)

2P(N,3) - PP104-,3) + P04,4)

P(N,4) a pP(N-1,4) + 2104,1)

P(N,5) -pP(N-1,) + P(N,2)
where

p(-1,1) - (pp(O) + P(O,2))I(p+1)

P(-1,2) - pP(O)

P(-1,3) - P(..1,4) a P'(-1,5) - 0
Now we def ne the five generating functions

(z) a znP (n,) 1l2.) .(148)

From the equations (47), we have

T I (241,.pz)G 3 (z) - G4(z) - P(l-Z)ZNP(N,3)

2C1 (z) -(1+p-pz)G 4C(z) a lz~N(4 (149)

02(z) -(1+p-pz)0 5 (z) ap1zzPN5

The normalization equations is

5 5
G G(1) + I P(-i,j) + P(O) a (50)

We can solve G (z) (i1 ,* 5) using (149), (50) and
i

G1 z i(z) (ja,2), G (Z) () (1-3,4,5), (1
SF(z) (1+p-pz)p(z) (1

where
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F(z) =(p+l)(-p z +(3p +7p' )z .(3p4+140 3 +18p'2 3

+(P +7p3+1%, +2OP)z -(p2+4p+8)z-4).

H (z) (i1,.. 5) can be also expressed explicity, but

these expressions are lengthy. So we shall omit here these
one.

The mean length in the queue is

LC G(1) + G2C(1) + G;3(1) + G 4 (1) + G 5 (1)

7p+16N+24 -)P'(0 2) + (19p +(16N+47)p +(80N+181)p+C48N+136)) M 0)

1 2_ (64N+227)p+(48N+136) 8 p (1-p)r
+ 16(3- 4p) )+ 20P(N~l) + (34)' V,2)

2 lp-16p 2 5p1p2 90-802
+' (,3) + * - 3-prN (N, 4) + 0 N5 (52)

and the mean availability per station is

Ar ( 1 G (1) + I G (1) + I P(-1,j))
2i11i 1-4 1 J'S1 (53)

*3 P (0,2) 2 +5p+3
*4 (P+1) -P4 (01)

The blocking probability is

PB P(0,2) _ 0+3p+1 (5)4)
BC 2 2(p+1) -2(p+1)

3.2. Infinite Queue Case

Here we shall admit fnfinite possible queue ahead of
the first station. Other conditions are the same as
preceding section.

Ini this case, we have

G1(z) = .4)(=,,.,)(55)

where

F(Z) (p+) -p 4Z +(3p 4 +7p)z - (3p + 14p3 +18pl)ZI
+p+7p3  p+20p)z-(p2+4p+8)z-41,

2~-971
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H, (z)

=(2 + p -Pz)IIp4Z3 +(p4+ 3p3)Z2 (p4 +p 2p')Z - p+33+ 2)]p(O)

+ j _p3Z3 +(2p3+) 2 _ (3 +4p2 +5p)z +(2p +2)]PNO, 2)I
I12(z)- !p(+ I)z4 -(3p' +9p +5pl)Z3 + (3 p6+ I Sp + 23p4 +8p 3)Z2

(6+ 7p' + 18p4 + 20p3 + 4p')z I P(O) + [Ip3 Z3 - (2p 3 + 5p 2)ZI
+ (p3 + 5p2 + 8p)z - 4p- 41 P(O, 2),

H3(Z)
-. 2 _4ZI + (p4 +3p0)Z2 + (p -fp3 - Lp2)Z _ J42+3p3T+ p)]FI

+ [ p3 Z3 +(2p 3 +4pl)z 2 _(p3 +4p +5,p)z +(2,o+ 2))P(O, 2)1

=2(2 + p-pz) -P + +(p + 3p 3 )Z + (p4 + p - 2p2 )z _(p4 +3 p3 +2p'))P(O)
I + p- pz

+j-~z3(2p+4p)z 2 (p + 5p)z +(2p +2)J1P(O, 2) 1,

[[pI(p+ 1)z4 _ (3p6 +9p + 5p 4)Z3 +(3p6 + l5js+ 23p4 +8p3)z2

..(p6 + 7pS + 18p +20p 3 +4p)z I p(O) + p3Z3 (2.03 +5p 2)Z2 +(p3 +5p 2 +8p)Z

4 .p -4J] P(O, 2) 1.

The mean queue length is

=GI(l) + GalI) + G3(1) + G4'(1) + G5'()

-3p
2 -6p +16-9'-3p+16 (O P <.1 (56)
44p -3) P(O) + - 4(4- 3) 4)?

and the mean availability per station is

2 (57)

The blocking probability is

P8=J(O) + 2p - 1 (1<P< (58

Now, we shall display the mean queue length in order to
compare commutative with ordinary tandem queue for N = 0, 1,
2, ~. Here L 0is the mean queue length in the ordinary
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tandem queuing system.

TABLE 2

N 1 2

L . 1.O LC LO LC L

0.1 0.003 0.010 0.004 0.013 0.004 0.0131

0.2 0.018 0.040 0.027 0.061 0.031 0.073

0.3 0.048 0.084 0.082 0.151 0.116 0.228

0.4 0.090 0.136 0.172 0.278 0.324 0.600

0.5 0.139 0.192 0.290 0.426 0.821 1.600

0.6 0.191 0.248 0.424 0.582 2.208 6.092

0.7 0.242 0.301 0.563 0.731 9.878

From this table, it is seen that the mean queue length of
commutative system is smaller than the ordinary one for
each p. Thus, the efficiency of commutative system is
better than the ordinary's.

3.3. Commutative Tandem Queue with Correlated Two Servers

We assume that the service times of two servers areA the bivariate exponential distribution BVE(it, )1, V), and
unlimited queue is allowed ahead of the first station and
no queue is allowed between two stations.

The detailed balance equations for steady states are
as follows:

AP(O) =(i+v)P(O,f,O)+(u+v)P(O,O,f)+Vp(Q,f,f)

(X+P+v)P(O,u,O)xp(o)+P(Ou,f)+vp(.,f,f)

(X+p+v)P(O,f,O)X(1+V)P(Q,O,u)+UP(Q,f,f)

+(U+v)P(O,f,b)+vP(O,f,u)

(X+ij+v)P(QO'u)zlJPCO'f'u)

V ~~~(x+I+v)P(OO,f)2(P+v)P(O,U,Q+A oJ )

+Qj+v)PCO,b,f)+VPCQ,u,f)

(X+2II+V)P(Osu,u)inAP(O,O,u)+AP(O,u,O)+UP(l,f,u)

+VPf1,u,f)+vP(2,f,f)

_4
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(X+21i+V)p(0,f,f')=UI+v)P(O,u,b)

+(i+v)P(0,b,u)+VP(O,u,u)(X+2i+VP(OU~f)XP(,0,)+II~l~',I
+(p+v)P(l,b,17)+VP(1,UI,f) (59)

(X+21 +)P(0,f,u)=XP0,f',0)+IjP(l,f.f)
+(u.+v)P(,f,b)+VP(l,f,u)

(X+j+V)P(0,b,u)=vP(0,u,u)

(X+p1+V)P(O,b,f')=iP(0,u,f)

(X+ii+V)P(0,u,b)=jiP(0,u,u)I

F By the same manner as preceding sections, we have

OG CZ)-(2+o+O-pz)G (Z)+(l+0)G (z)=Q

2G (z)-(l+P+e-pz)G(z= (6o)

G (Z)-(l+P+O-pz)G (z)=0

where
p = X/p, 6 = V1

We can solve G (z) (i 1,-., 5) also similarly as

preceding sections.
The mean queue length is

L0 1+ 1~~l

+ 204123+26e2+24e-2pe 3 -~9PO 2_6PO+7p+8)G (1)

28(2+0) (1+0)21

3 3 2 2 2 2
+(-P -P B-p - 0 -2p )p(0) + (PO0L-- Jz±.)P(0, 2 )

3l0) 1+0 P+1+0
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+(- 4-2 0-P0
3+ 3P0 2+4p6+2p+0 20

(1+0)3 (61)

(i+e)
+(P+1+0)(PO+2+30+0 2 )20P03

(1+0-i3
(^< <(1+0)(20+3)

and the mean availability per station is

Ac -- 2 + I G i(i) + .P(-I,J))
- i=4 i J =i

((8+l 4)G (1)

2+ ((2p+l+ P-- - P-_ - P____ p2(p+2+26) 2 P O
1+6 1+0 p+l+0 (p+1+8)(1+e) (62)

-1 ( p++ (p++ 6 )(.--') P(+ 2 )

2 260 114 + 0 2 p + O2+
-((2 2B )(o3(1+ ++ )10(+

(O<< (1+0)(20+3)

In this system the maximum utilization factor is

m (1+0)(20+3) (63)' max= (20+4)
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TABLE 3

X=0.1 P ~ =1.0 X=0.3 P=.

v Lc Lo c A 0  L ___L_0 AC0  A0

1.0 .0005 .0028 .0281 o0498 .0068 .0320 .11416 .14183

0.9 .0006 .0031 .0309 .0524 .00814 .03641 .1215 .1560

0.8 .0007 .0035 .03411 .0553 .0105 .01117 .1287 .16415

0.7 .0008 .00410 .0377 .0585 .0133 .04183 .1368 .174o0

0.6 .0010 .00416 .04119 .0622 .01711 .0566 .141611 .18417

0.5 .0012 .0053 o4170 .0663 .0222 .0672 .1583 .1969

0.41 .0015 o0062 .0532 .0710 .0295 .0812 .1736 .2109

0.3 .ool8 .0073 o06o8 .0765 o0403 .1002 .1937 .2272

0.2 .0023 .0087 .0706 .0829 .0571. .1268 .2211 .24166

0.1 .0029 .0107 .0835 .0906 .08441 .1661 .25941 .2702

0.0 .0037, .0135 .1000 100 .1161 -.2277 .3000 13000
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INTRODUCTION

Will Korea have a sufficient number of engineers
in 1985? Does Korea have a shortage of doctors today
and will it become more accute in 1980's? These are
important questions to be raised in manpower planning.
Various methods are available to make projections of
the future manpower supply and requirements to answer
these questions. No one method is, however, univer-
sally accepted and free of errors. Experiences has
shown that different methods produce different projec-
tions. For example, in the U.S.A. where the art or
science of manpower projection is supposed to be rela-
tively more perfected, six projections of physician
requirements based on different methods produced the
estimates which varied from 305,000 to 425,00.Il/
Therefore, these findings led to opposing conclusions
concerning the adequacy of the projected supply of
physicians in the U.S.A.

It is clear then that a manpower planner must
4 be knowledgable about the various methods available

to project the future manpower supply and require-
ments so that he or she may choose an appropriate
method to make projections or make an appropriate
interpretation of the projections made by others
using different methods. The purpose of this paper
is to provide the needed information by discussing
the state of art in the manpower projection methodo-
logies as applied to the health field in the layman's
language. The plan of the paper is to discuss the most
commonly used methods in estimating and projecting
health manpower requirements and supply /and evalu-
ate the relative strengths and weaknesses of each

i/ Lee W. Hansen, "An Appraisal of Physician Manpower
Projections," Inquiry, March 1970.

2/The typology of methodological approaches was
adopted from Thomas L. Hall, "Estimating Re-
quirements and Supplys Where Do We Stand?" (in)
the Pan American Conference on Health Planning,10-17 Seltember 1973, Washington, D.C. tPan American

Organization, Scientific Publication No. 279, 1974.

,'N i
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approach. The discussion and evaluation will be done
with examples of how these methods are used in the
four health manpower models which a former colleague
of mine ad I evaluated for the U.S. Department of
Health, Education and Welfare under a contract.

MANPOWER-POPULATION RATIO METHOD

The methods most commonly used in estimating
manpower requirements in the health field are those
based on$ (1) the manpower-population ratio! (2)the
amount of service targeted to be provided: (3) the
need of population: and (4) the effective demand.
Manpower to poulation ratio approach is most fre-
quently used in the health field perhaps because of
its simplicity. This ratio approach selects a
ratio of the number of health personnel to the total
population. Then, the manpower requirements are cal-
culated by applying the ratio to the target year po-
pulation as follows,

manpower x target population- estimated man-
population power require-

ments.

Given the above basi: formula, it can be used
to fit the particular circumstances of the user who
is likely to be a manpower planner. For example,
the numerator in the ratio, manpower, may represent
an occupation or a sub-category of occupation or an
all-inclusive profession. The denominator of the
ratio, population, may represent a particular group
of Drole with certain demographic characteristics

or total community population.

The simplicity of the formula is the strong
point of this ratio method. This simplicity, how-
ever, brings with it its own pitfalls. This is
because the validity of this method depends entirely
on how the ratio is chosen and how it is used. A
rigid application of this method is obviously likely
to bring an inaccurate and unreliable estimate of
manpower requirements. The population size is an
important factor which explains manpower requirements
of a given area. But the size itself is one of _iny

tors which determine manpower requirements. D-
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ferences in population characteristics, income and
educational level c the populations and the producti-
vity of manpower bring about the differences in
manpower requirements between two areas of equal
population size. The user of this model, therefore,
must take account of how these other variables op-
erate in his situation. In spite of these short-
comings, more sophisticated methodologies use this
manpower-population ratio as an input or a principal
input. One of the four models examined in this
paver, namely, the Vector model-i4 uses the ratio
approach as a major input.

Vector model , The Vector model uses demographic
characteristics, income level and others as the "mod-
ifying" factors in projecting the nursing manpower
requirements based on the manpower-population ratio.
The model uses these variables to account for the
differences in the per capita demand for health ser-
vices. Therefore, it can be said that the model uses
the demand approach as well as the manpower-population
ratio method. In order to illustrate how a modelling
approach to manpower requirements may use the manpower-
population ratio method, the Vector model is described
as an example in some details.

As shown in Figure 1, the Vector model consists
of three modules, a population module, a demand-for-
services module, and a nurse manpower requirements
module. The demand-for-services module uses the
orojections from the population module to produce
projections of health service demands by prorider
setting. The nurse manpower requirements moaule uses
these projected health service demands to estimate
future nursing requirements by employment setting.

The population module uses as input four types
of data: (1) projections of the future U.S. popu-
lation in terms of age, sex, and family status; (2)
income distribution of the population; (3) health
insurance coverage fractions for each population co-
hort; and (4) an Health Maintenance Organization
(HMO) formation rate. These data are used by the

1. The Impact of Health Care System Changes on the
Nation's Requirements for Registered Nurses in
1985, Vector Research, Inc., Ann Arbor, Michigan.
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module to produce forecasts of the future U.S. po-
pulation which characterize cohorts in terms of
ealth insurance coverage and HMO enrollment. The

first two types of data were obtained from the U.S.
Bureau of censusI/ and were combined to produce po-
pulation projections ir terms of age/sex/family
status/family income cohorts. The third type of
data describes the population in terms of the fra-
ction of each cohort eligible for benefits under
the types of hoalth insurance plans being considered.
The fourth type of data describes the HMO formation
rate, which is the number of HMOs that become oper-
ational in each year

The demand-for-services module requires as
input projected per capita health service demands
for each of the population cohorts projected by the
population module. These input data consist of sets
of per capita demands which characterize the comsump-
tion of health services by individuals enrolled in
HMOs, and by individuals covered by different types
of health insurance plans. Estimates of the per
capita demands of IRO enrollees for the hospital
inpatient and HMO clinic settings are assumed to
be propcrtional to the per capita demands of their
non-HMO enrollee cohorts. For other settings, the
demands of HMO enrollees are assumed to be the same
as for the general population.

The effect of a national health insurance plan
on per capita demands is determined by estimating
the change in the price of health services to the
consumer resulting from implementation of the plan.
The measure of price that is used is the effective
coinsurance rate (i.e., the average fraction of ex-
penses paid out-of-pocket by the consumer). Utilizing
the results of previous studies on the price elasti-

_/ U.S. Bureau of Census, "Population Estimates &
Projections," Current Population Reports, Series
p-25, No. 541, February 19751 and U.S. Bureau of
Census,"Income in 1973 of Families and Persons in
the United States*4 Current Population Reports,
Series p-60, No. 97, January 1975.
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city of demand for health servicesvY the effect of
changes in the coinsurance rate (i.e., the type of
plan) on health service demands is then computed by
the model.

By applying the appropriate set of per capita
demands to the projections from the population module,
the Vector model simulates the effects of changes in
the population's health insurance coverage and in the
number of HMO enrollees on health service demands in
each provider setting. These health service demands
are then used by the nurse manpower requirements mo-
dule to estimate the imDact of these two health system
changes on requirements for nurses.

The principal objective of the Vector model is to
evaluate the imnacts of three anticipated health sys-
tem changes on future requirements for nurses. These
changes involved the implementation of National Health
Insurance, expanded enrollments in Health Maintenance
organizations, and the reformulation of nursing roles.
Therefore, the Vector model was specifically designed
to enable model users to simulate a variety of alter-
native scenarios involving one or more of these cd-nps,
and to estimate the resulting impact on nursing re-
quirements. Projections of the nurse manpower require-
ments without the above policy impacts are therefore,
the secondary puroose of the model. The description
of the model above shows that a shophisticated model
often uses the manpower-population ratio as a starting
point.

Note tha; the model starts with per capita demand
for health services and ends up with a series of modi-
fications to it according to the demographic and eco-
nomic characteristics of population; and the extent of
health insurance coverage and H140 formation.

I_/Heaney, Charles T. and Riedel, Donald C., From
Indemnity to Full Coverage: Changes in Hos-
Utlzain, The Blue Cross Association, Chicago,
970 nNewhouset J.P. and Phelps, C.E., Price

and Income Elasticities for Medical Care Services,
presented at a Conference of the International Eco-
nomics Association, Tokyo, Japan, April 1973. For
the hospital outpatient and physician office settings
the data from Scitovsky, Anne A. and Snyder, N.

* M., "Effect of Coinsurance on Use of Physician
Services,"Social Secutiry Bulletin, June 1972
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SERVICE TARGET APPROACH

Manpower requirements are determined by the need
of and the demand for the services provided by man-
power, that is, the demand for labor is derived from
the demand for its final product. Recognizing this
fact, the service targets approach focuses on the
factors affecting the demand for services and man-
power productivity. This method is a policy oriented
normative approach to manpower planning. To use this
method, on sets the target of the types and amount of
services "required" by the population of the area cho-
sen. What types of and how much services are required
are determined by the planner according to his judge-
ment and information on the incidence of conditions
requiring health services.

Once the service targets are established, man-
power requirements are derived by applying factors
related to manpower staffing and productivity. Man-
power staffing practices are analyzed by means of
task analysis, and this entails a detailed study of
job performance in which job functions are identi-
fied and separated into tasks. This forms a basis
for estimating manpower requirements for each occu-
pation.

The service target method can best be illustrated
by an example. First, the service target should be
established as one ambulance per 10,000 people, forinstance. Such target should be validatea by expert.
Next, the staffing pattern should be determined, say,
as two emergency medical technicians per unbulance.
Third, the productivity of each &AP should be decided,
say as 40-hour week, measuring the output by the ham
the technicians are available to respond to emergency
calls. Then, the manpower requirements may be cal-
culated as 41 meno assuming that each ambulance will
o'nerate round-the-clock, a 168-hour week. (Dividing168 hours by a 40-hour week for each man equals four
men. Multiplying by two men per shift equals eight
men, which, when multinlied by five ambulances, equ-
als 40 men. Adding one additional EIAT as a relief
man gives the community's total manpower requirements
for EMT's 41 men.)

The weakness of this approach is that its validity
entirely depends on the judgement of experts as to
what types and amount of services are required for a

-111-



community. The problem presented here is similar

to that which existed in using manpower population
ratio, where as you may recall, the validity of the
method depended entirely on how the ratio was used.
The Delphi method may be used to achieve a consensis
of the experts in determining the service target
as it may be used in calculating the required man-
power-population ratio. Of the fur manpower models
examined in this Daper, the WICHE I model uses the
service target method as a principal input.

WICHE models As the Vector model was described
in some details as an example to show how the man-
power-population ratio was used in a manpower model,
in the following, the WICHE model is described in
some details as an example to show how the service
target method may be used in a manpower model.

The WICHE model differs from the other health
manpower models in that it does not define structural
relationships between the selected model variables.
Rather, it presents variables to be included in the
model and it guides the construction and estimation
of relationships among them. The guides which are
presented consist of past data on relevant relation-
ships and the identification of various factors af-
fecting them.

The structural relationship is to be defined by
the "assumptions" or estimates which are to be obtained
from a panel of experts according to the procedd pro-
cess provided in the model on the basis of the back-
ground data and information provided. The assumptions
are to be estimated according to a consensus approach
where all panel members agree on the estimates in the
course of mutual consultation and discussion. Since
these panel members are likely to be those who will be
involved in plarningt, the model builders consider this
process of obtaining the structural relationship im-
ortant. Note that all panel members are expected to
ring diverse perspectives to the process.

V Analysis and Planning for Improved Distribution of
Nursing Personnel and Serviceso State Model.
Western Interstate Commission of Higher Education
(WICHE). Boulder, Colorado
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The WICHE nursing requirements projections in-
volve, (1) population projections by age group, race/
ethnicity-income specific illness prevalence ratess
(3) projections of the quantity and types of health
services required to treat the projected prevalence
of ailmentst and (4) projections of the number of
nurses required to provide the needed health services.

Figure 2 shows my interpretation of the concep-
tual structure of the WICHE model as it pertains to
the requirements projections. First, the projections
of state populations by age, race/ethnicity, and in-
come are based on U.S. Bureau of Census projections.
Second, given the projected composition of the popu-
lation according to the above groupings, the pre-
valence rate of ailments of the state population is
estimated from past data on the basis of the judgments
of experts in epidemiology. Third, given the esti-
mated prevalence rates of ailments of the population,
the quantity and types of health services required
for treatment is projected from data on the disease-
specific utilization rates of health services. The
conversion of the estimated prevalence of illnesses
into required health services is also based on pro-
fessional judgment. Finally, given the projected
quantity and types of health services required, the
required number of nursing personnel is projected
for each job setting and level of educational prep-
aration. These last projections are also made on
the basis of historical staffing pattern and data
on the educational attainment of nurses by using
professional judgment.

There are a few important assumptions made in
the WICHE model development. Criticism of these
assumptions illustrates the shortcomings of the ser-
vice target method in general. The first assumption
is that the quantity and types of health services re-
quired depend on the prevalence rates of ailments of
age-race/ethnicity-income specific populations groups.
Variations in the quantity and types of health ser-vices sought among different socioeconomic groups
given the same prevalence of ailments are not con-
sidered by the model. In this model, socioeconomic
characteristics of the population influence the quan-
tity and types of health services required through
their impacts on the Drevalence rates of ailments
for the population, but do not influence needed
health services through impacts on the behavior or
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attitudes regarding seeking health services for a
given illness. However, the expert panel can modify
this by bringing the behavioral aspects of consumers
with different socioeconomic backgrounds into the

Secondly, the model assumes that there is a
constant or stable relationship between a specific
disease or illness and the amount and types of health
services required for treatment. The impacts of
possible changes in medical science on the health
services required to treat a given illness in the
one-to-five years future are not explicitly incor-
Dorated into the model. The panel can, however,
easily remedy this omission by considering the po-
tential impacts of the advancements in medical sci-
ence on the nurse labor input required.

NEED APPROACH

g The need approach uses the health status of a
given community as the starting point and estimates
manpower requirements on the basis of the care needed
to attain and maintain "good health: What constitute
"good health" and the proper care to attain and main-
tain it are obviously subject to definition. The de-
finition of good health and standards of good medical
care are to be set by professionals in the field._/
Then, with quantitative information on the size of
population and its epidemiological characteristics,
one can define the health needs of a community, and
on the basis of it, the manpower required to provide
the proper services to meet the need. Seen in this
way, the health needs approach may be viewed as an
extension of the service targets approach in which
the targets are set by the biological needs of the
community, as professionally determined. Thus, the
WICHE model may be described as a model using the
need approach as well.

./ Schonfeld, H.K., et al., "The development of
standards for the audit and planning of medical
cares Good pediatric care program content and
method of estimating needed personnel,"American
Journal of Public Health. November 1968.
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The distinctive character of the need method
may better be illustrated by going back to the ex-
ample of determining how many emergency medical te-
chnicians are required. First the health needs are
prescribed by the opinions of experts as to the stand-
ard of medical care required by the critically injured,
heart attack and stroke victims, and other emergency
cases. These standard may stipulate that physician
and technician services should be available 24-hour-
a-day, to provide professional emergency care within
25 minutes of call, for an amubulance trip of no more
than one hour within a geographic radius of 50 miles,
employing a two-way radio-communication system and
hospital based ambulances.

Then, the number of ambulances necessary to meet
these standards of need can be calculated by taking
into account the community's population characteri-
stics, geography, travel conditions,location of hos-
pital emergency rooms and emergency equipment, and
the numbers and types of accidents that require em-
ergency treatment within a certain time period. Given
the above information, the number of EMT's required
are derived in much the saie way as in the service
target approach.

The advantage of the need approach for a man-
power planner is its logical basis in "what ought to
be" as the reference point. Its weak point is the
definitional problems, data and computational re-
quirements. As pointed out before, expert opinions
differ as to the difinition of good health and stan-
dard care to attain and maintain it. It order to
quantify the needs, services and manpower required,
this approach requires detailed disaggregated data
and sophisticated computational techniques.

ECONOMIC DEMAND APPROACH

on the "effective" demand for health care - willingness
and ability of consumers to pay for health services -
as the basic determinants of the demand for health
services. In other words, the demand for manpower is
derived from the demand for its final product and man-
power requirements are determined by the demand for it.
According to the traditional text book version, the
demand for a good or service depends on relative price,
(permanent) income, and tastes. Recently, the demand
for health services has been analyzed in a new
framework of analysis where health
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services are treated as an input in the production
of health, as manpower is an input in the production
of health services. The new approach indicates that
the shadow price of good health depends on the price
of medical care, the value of time, and the efficien-
cy of the production process. This means that in
estimating the demand for health services, the value
of time and educational level of consumers become
the additional factors to consider._/ Once the de-
mand for health services in a community is estimated,
manpower requirements may be determined on the basis
of productivity estimates.

It should be noted here that the demand approach
for projecting manpower requirements in the health
field encounters an additional nroblem. It is the
idea that the demand for health service is largely
supplier determined in contrast to other goods and
services where the demand for a product is determined
by consumers. / It has an intriguing implications-
for making projections of manpower requirements in
that the requirements increase as the supply increases
because the demand for the final product, i.e., health
services, increase as the number of suppliers in-
creases. None of the aDproach examined in this paper,
however, includes this supplier created demand effect
in their methods of projecting the manpower require-
ments.

_ _ ___ ___ _ __ _ __ _ __ _

M_ Michael Grossman, "On the Concept of Health Capital
and the ?emanl for Health," Journal of Political
Economy, Vol. 80, No. 2, (March-April 1972), pp.
'223-56. anR ichard Auster and Kong-Kyun Ro," The
'New Approach' and the Demand for Hospital Care,
"The Korean Economic Review, Vol. 25, November197?.

dFor iscussions of the supplier-inflenced demand
for health services and its implications, see Uwe
E. Reinhardt,Phvsician Productivity and the Demand
for Health han-ower : An Economic Analysis, (Cam-
bridge, Mass., Ballinger Publishing Co., 1975);
Victor Fuchs and Marcia J. Kramer, Determinants of
Expenditures for Physicians'Services in the United
States, 1948-1968. Washington, D.C.: DHEW Pub.o.
(HSA) 73-3013, December 1972, and Kong-Kyun Ro and
John A. Powr Powers, "A Behavior Model of Physi-
cians within the Framework of Leisure Versus Out-
put Theory of Labor Supply," The Korean Economic
Review, Vol. 24, December 1976.
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The demand approach may be illustrated by using
the example of the emergency medical technician once
again. First, the demand for emergency ambulance ser-
vices should be estimated. Such estimation may be made
by studying the income level of the community, the
price of an ambulance call, the size of population,
etc. Alternatively, the demand estimate may be made
by studying the utilization records of the past and
then adjusting it according to the expected changes
in the factors affecting the demand for ambulance ser-
vices at the present. Another approach to estimating
the. demand is to use the estimate of the operators of
ambulance services as a principal input. The conver-
sion of the demand for ambulances into the demand for
EMT's would proceed, as it has been described in the
services targets approaches, based on data on staffing
patterns and productivity.

There are many techniques to estimate the demand
for health services and convert it to that of the de-
mand for manpower. The most often used method is to
use regression analysis where the independent variables
consist of thosfe factors hypothesjzed to influence the
demand for health serv ces according to the economic
theory. One of the four models examined here, the CSF
model I/, uses this technique. Another model, the Pugh-
Roberts model g/, also uses a modified version of the
demand approach as a part of its overall structure,
which is System Dynamic approach.

The principal advantage of the demand approach
is that it relies on the market to determine manpower
requirements. Ideally, in a smoothly functioning mar-
ket system, there will be no need for policy makers to
estimate manoower requirements. The market will see
to it that manpower requirements are met automatically
through "invisible hand" of Adam Smith.

I/ A Micro Model for Assessing ffursing Manpower Demand
and Suvply. Community Systems Foundation, Ltd.
(CSF) Washington, D.C.

2/ A National Model of the Supply of and Demand for
Distribution of Nursing Personnel and Services.
Pugh-Roberts Associates, Inc. Cambridge, Massachu-?" _ _setts.

, .. ~-118- ,;

. ','" Y"



In a community with an imperfect labor and health
care market, however, manpower planning is essential.
.Aerefore, there is a need for estimating manpower
" •irements. The demand approach is based on the
recognition ofthis reality, and yet, attempts to base
manpower plannina on the dictations of the market.
Even iJ one is nromnted to perform manpower planning
according to a normative dictate, it is still useful
to estimate the market demand conditions and attempts
to adjust the demand and supply conditions according
to a given normative dictate, rather than ignore the
market forces.

CSF Model t Another nurses' manpower model, name-
ly CSF model, is described below as an example of how
the demand approach may be used to project manpower
requirements.

The CSF model consists of three types of submodels
(1) a set of submodels which forecast health services
demand in acute care and long-term care settings; (2)
two submodels for forecasting nursing requirements in
ambulatory care, and community and public health care
settings; and (3) a submodel for producing nurse sup-
ply projections. The health service utilization sub-
models were constructed using multiple regression
procedures, the most frequently used technique in the
demand aporoach. Each submodel' is a single equation
that nredicts the demand for health services in each
type of institution in terms of variables of two types,
(1) demographic and economic characteristics of the
oonulation served by the institution; and (2) health
system characteristics of the area in which the insti-
tution is located. Step-wise multiple regression
Drocedures are used to select from a list of poten-
tial independent variables those that best "explain"
the demand for health services.

The reliability of the projection made with a
manpower model such as the CSF model depends on the
exblantory power of the regression model used to
forecast the demand for health services. This means
that the independent variables should be selected
with extreme care. In this respects the CSF model
has not done well in the selection of the independent
variables or/and the data available was of poor equali-t.The CSF model's '°zoodness of fit" of,,the indi-

vidual regression enuations, i.e. R2 values for the
twenty acute care rezression equations and the eight
long-term care repression equations indicate that,for
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many of these equations, the independent variables
account for only a small proportion of the variation
in the dependent variables (i.e., patient days of care).
It was, therefore, expected that these regression equ-
ations would provide only gross estimates of future
nursing demand at the institutional level.

Another point to consider in using a manpower
model based on the demand approach is how to convert
the forecasts into estimates of future nursing de-
mand. The CSF model uses the nurse staffing ratio
as is done in the service target and need approaches.
Two points should be made concerning these staffing
ratios as used in the CSF model. First of all, these
ratios are input data which must be provided by the
model user. The user's manual accompanying the CSF
model includes estimates of RN, LPN, and Aide staff-
ing ratios which are classified according to the type
and size of the institution and the region of the
country so that the model user can select the appro-
priate staffing ratios for the particular institutionbeing modeled.

A final consideration in using the CSF model in-
volves the availability of historical data for the
independent variables used in the regression equations.
The model builders found that, on the basis of their
experience during the testing and evaluation phase of
the project, only limited amounts of historical data
for the independent variables were available at the

substate level. Theypthereforeconcluded that only
simple linear projections of the independent varia-.
bles were possible. While linear projections based
on only a few historical data points may accurately
predict trends in Census data, this may not be thecase for data that describe future characteristics
of the health care system of the substate area.

Pugh-Roberts Model : As mentioned before, the
Pugh-Roberts model also uses the demand approach to
make vrojections of manpower requirements. Instead
of regression analysis, however, it uses the System
Dynamics Approach. The System Dynamics models are
variants of the operation research type models and
consist of an initial set of variables whose values
are called 'level" variables and, while it is tempting
to refer to them as stock variables, in reality they
may represent flows. To each of these varia:oles is
then applied a rate of change which can b(, in turn,
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a function of other model variables. In essence,
then,the System Dynamics model is a series of dif-
ferential equations. The solution of theseequations
in terms of equation specification and parameter
value assignment is handled by a software package
called DYNAMO.

The Pugh-Roberts model consists of four sectors:
nurse education, nurse employment, demand, and Je-
mographic sector. The nurse education sector fore-
casts the number of yearly graduates from each pro-
gram. The nurse employment sector makes projections
of the number of nurses employed in each employment
setting. The demand sector forecasts the demand for
nurses based on the projection of the demand for
health services. Finally, the demographic sector
represents key demographic characteristics of total
and nurse population and how they impact on other
sectors of the model.

The Pugh-Roberts model uses the demand approach
in two sectors. First, the demographic sector pro-
jects the demand for health services based on the
estimate of the illness incidence of the population.
Second, based on the projection of the demand for
health services, the demand sector estimates the de-
mand for nurses using the "multipliers" for various
factors chosen as influencing the demand for nurses,
given the demand for health services.

Specifically, the demographic sector of the Pugh-
Roberts model estimates the nation's population in
terms of both total size and the distribution among
ten age categories, as well as the fertility rates
and death rates for members of each age category. The
number and age distribution of those immigrating into
the country is also included in the model.

Given the ten age groups, the rates of change of
the population (per month) due to births, deaths, and
immigration for each age category are derived from the
"Series E" census projections. The rate of immigration
is held constant ac 400,000 people per year, and is
distributed among various age categories, The modelautomatically "ages" the population each mionth by moving
a fraction of each age group to the next-older age grwip.
Female death rates, which are somewhat different from
those reported for the total population, are used in
computing the rates of deaths of nurses in each age
category for each educational level.
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The objectives of demographic sector aro two fold.
One is to provide a basis to calculate the age-speci-
fic incidence of illness in the pooulation and, there-
by, the magnitude of the population's need for health
services. This enables the model to-project the de-
mand for nurses in the demand sector. The other is
to provide a basis for projecting the number of appli-
cants for each nursing education program. This, in
turn, Drovides a basis for projecting the supply of
nurses from the nursing education sector.

The Pugh-Roberts model determines the demand for
nurses at each educational level, for each of the se-
ven major employment settings in its "demand sector."
Factors that affect the demand for nurses differ some-
what according to the employment settings. Since the
majority of nurses are employed in hospitals, and be-
cause a set of factors that influence the demand for
nurses in hospitals aDproximates the general set of
factors that influence demand in most of employment
settings, the determinants of the demand for nurses
in hospitals are discussed here as representing the
demand sector of the Pugh-Roberts model.

Factors affectinw the demand for nurses in hos-
vitals, as represented by the number of jobs available
in hospitals, may be exnressed as,

NIEDH = f (WH, FSH, CBI{, BNRH, IPiCm, TC& H)

where i

NEDH number of nurses at each educational
level demanded in hospitals;

WH nurses' wames, represented by the
ratio of average wages of nurses in
hospitals adjusted for inflation to
1972 average agess

FSH - hospital's financial situation, as re-
presented by an index measuring the de-
saree of difficulty hospitals have in
passing along increased costs;

CBH = collective barrainina, as represented
by the fraction of hospitals with cdlec-
tive barpaining, 6wgrements;
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BNRH - breadth of nurses' responsibilities in
hospitals, as represented by a dimen-
sionless index for which a value of
1.0 represents the breadth of responsi-
bilities of nurses in 1972;

INPNH = average intensity of patient needs for
nursing services as represented by a
combined index reflecting average
length of stay and pre-adminission
screening; and

TCF1H - technological change and other exogenous
factors.

According to the values assigned to the multipli-ers, the Task Group considered the intensity of patient

needs for nursing services, and nursing wages, as the
two most important factors influencing the demand for
nurses in hospitals. It projected a 20 percent de-
crease in the number of jobs available in hospitals
mith a 40 percent increase in nursing wages. On the
other hand, the Task Group projected a decrease in the
demand for nurses of five percent with an increase in
the Datient need intensity index of ten percent. It
is also interesting to note that the Task Group expected
technoloaic-al changes and other exogenous factors to
increase the demand for nurses by 20 percent by 1992.

It should be noted here that the concept of man-
power requirements used by the Pugh-Roberts model cor-
responds to excess demand, that is, the difference be-
tween the manpower demanded and supplied at the pre-
vailing wage rate. Figures 3 illustrates graphically
the concept of manpower requirpments as used by the
Pugh-Roberts model and how the model projects the num-
ber of nurses demanded and that supplied.

As shown above, the CSF model uses the multiple
regressions based on an implicitly formulated demand
model and lets the actual data estimate the demand
parameters, although the goodness of fit was not parti-
cularly good. The Pugh-Roberts model, on the other
hand, comes un with the multipliers which correspond
to the demand parameters based on the expert opinions.
Which hiethod is better has been the central point of
the dispute between economists and System Dynamics
oeople headed by Forrester and need not be elaboratedV here again.
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qummary of the Four Approaches

Four distinct methods of estimating manpower
requirements discussed above may be summarized as
follows;

1. Manpower-population ratios (Ratio method) , This
method involves the identification of a suitable man-
power-population ratio for a future point in time
and then the application of this ratio to the pro-
jected population to derive manpower requirements.

2. Service Target Approach (normative approach) ,
This method emphasizes the development of detailed
standards for the provision of different kinds of
services. Then, the standards are used to derive
targets for the production of these services. Staffing
and productivity standards are then converted into
manpower required to attain such standards.

3. Health needs (or biologic needs) , This method
seeks to determine what kinds, amounts and quality
levels of services are required to attain and main-
tain a healthy population. The basis of the deci-
sion will be expert opinion and the data on health
status and available technology. Then, service
targets are converted into manpower requirements
by means of staffing and productivity standards.

4. Demand anproach v This method seeks to estimate
the demand for health services based on the various
factors theorized to influence the demand. One may
use the traditional demand function where (permanent)
income, relative price and taste are the determi-
nants of the demand. Alternatively, one may use the
new approach where health care is treated as an input
for the production of health, and consumers demand
health rather than health care.

The process underlying all the above manpower
projection methods may be described briefly as
follows, First, the factors affecting manpower
supply and requirements have to be sought and se-
lected. Second, how these factors affect the man-
power supply and requirements, i.e., the structural
relationship between the manpower requirements on
one hand and the variables selected on the other,
has to be specified. This indicates that the pro-
jections of the future manpower requirements also
involve the projections of the magnitudes of the
possible changes in those factors theorized to
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affect the manpower requirements. In most cases,
the structural relationship is assumed to remain con-
stant. Finally, the manpower requirements must be
vrojected to the target year on the basis of the ex-
pected changes in the variables chosen and the struc-
tural relationship estimated. I/

Strengths and weaknesses of the above four methods
may be summarized here. First, the manpower-popula-
tion method is simple and easy to understand. Its
strength, however, is also its weakness. It is too
simplistic and may use inapproapriate ratios that
fail to take account of other important factors
which determine the manpower requirements. As a
starting point for estimating manpower requirements,
this method provides a simple and readily available
basis. Second method, the service target approach,
recognizes that there are many other factors which
determine the manpower requirements besides popula-
tion size. The weakness of this approach is that
it sets the service targets on a normative basis
on more or less arbitrarily determined standards.
Furthermore, in order to set the appropriate stand-
ards, it requires extensive data which are diffi-
cult to obtain.

The third approach, need method, is similar
to the service target method and subject to the
same kinds of criticisms. One has to decide what
is needed in order to attain and maintain good
health based on expert opinions. The definition of
good health and what is needed to achieve it differ
according to the expert. In fact, this method is
identical to the service target method if the latter
bases the target on the need concept.

_/ Harold M. Goldstein, "Methods of Projecting
Supply and Demand in High Level Occupations,"
paper delivered at Annual Convention of the
American Statistical Association, Philadelphia,
Pennsylvania, U.S.A., September 8, 1965. Washing-
ton, D.C.s American Statistical Association,
1965-.
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Finally, the demand concept appears to me to be the
most appropriate method to estimate the manpower
requirements. This is because it relies on the mar-
ket system rather than normative or expert opinions.
This is not to say that this method does not have
any weakness. The demand estimate is as good as
the model and the data used. Its strength is that
such estimate can improve as the model and the data
used improves.

METHODOLOGIFS TO ESTIMATE AND PROJECT MANPOWER SUPPLYa

Methods to estimate and project manpower supply
differs according to the definition of supply. In
the traditional labor economics, the supply of labor
is defined as those who are currently employed and
those who are unemployed but seekinq employment.
Those who are not actively seeking jobs but willing
to work if the job opportunity improves and/or the
wage level increases are in the labor force but do
not constitute a part of the current manpower supply.

More appropriate definition would be to label
those currently employed and actively seeking employ-
ment as the "active" supply and those are in the labor
force and possess the requisite credentials but are
not actively seeking jobs as the "inactive" or "poten-
tial" supply. In estimating the current supply of
manpower, the accuracy and reliability of the estimate
depends on the accurancy of the currently available
data or the data collected. In projecting future sup-
ply of the manpower in the health field, most methods
use one kind or another of the injection and leakage
approach.

The leakages-injections approach in macro-eco-
nomics looks at injections into and leakages from
the circular flow of expenditures and incomes as
the determinants of the level of Net National Prod-
ucts, that is, the GNP minus capital consumption.
The greater the injections, which in macro-economics
consist of domestic and foreign investment, and the
smaller the leakages, which consist of savings and
investment into foreign countries, the greater the
NNP.

As applied to manpower projections, this appro-
ach postulates that the future supply demands on the
estimated magnitude of injections of new graduates
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of educational programs in health professions into
the aggregate pool of health manpower and that of
leakages of active health professionals from the
pool. Leakages consist of (a) the emigration of
active health professionals to foreign countries,
(b) retirement and death, (c) involuntary unemploy-
ment or voluntarily being out of the labor force
due to marriage or the lack of suitable employment
opportunities at suitable locations. _

The WICHE model bases its projection of nurse
manpower supply on the injection-leakage approach.
Given the number of active nurses in the base year,
the model makes a projection of supply by adding
the estimated number of nurses expected to enter
the supply pool, and subtractinr the number of
those expected to leave the pool. The inflows or
injections into nurse supply are expected from
three sources, (1) new graduates from nursing sch-
ols (2) inactive nurses becoming actives and (3)
immigrating nurses. The outflows or leakages are
expected from four sources: (1) retirement, including
those becoming temporarily inactive, and death; (2)
suspension of licenses; (3) nurses returning to sch-
oolsl ald.(4) out-mligration. Fiiu'e 4 presents a
grap cal terpretation of the WICHLE' s in3etion.-leakagemodel.

The supply projection by the WICHE model con-
sists of presentin the relevant data and defining
the factors affecting the rates of the inflows and
the rates of the outflows of the types mentioned
above. Estimation of the coefficients necessary to
convert the current enrollment of nursing schools
into the number of yearly graduates, the number ofinactive nurses into the number of those returning

to work, the number of active nurses into the number
of those moving out of state, etc., are arrived at
through the deliberations of the members of the ex-
pert panel.

1/For a detailed explanation of the injection-leakage
approach, see Neal Rosenthal, "Projections of Man-
power Supply in a Specific Occupation," Monthly
Labor Review, November 1966; and U.S. Department
of Health, Education and Welfare, The Supply of
Health Manpower, 1970 Profiles and Projections to
1920, DHEW Pub. No. (HRA) 75-38, Washington, D.C.,
U.S. Government Printing Office, December 1974.
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The WICHE model makes an assumption that the
technology of deliverinR health services exhibits a
constant, or at least stable, relationship between
the number of nurses emoloyed and the quantity of
health services produced. The possible impacts of
future changes n labor-mix, nurses' productivity,
nurses' wage rates vis-a-vis those of other inputs,
and capital-labor ratios in the production of health
services are not explicitly incorporated into the
model. The model does not provide a guide as to how
one may make professional judaments about the impacts
of such changes on nursing requirements and supply.

The Pugh-Roberts model also uses a modified ver-
sion of the injection-leakage approach in making pro-
jections of nursing manpower supply Whereas the
WICHE model simply defines the factors affecting the
rate of the inflows and outflows and presents the re-
levant data, the Pugh-Roberts model not only selects
these variables but also presents the multipliers
which supcify how these variables determine the rate
of inflows and outflows. Figure 5 shows how the Pugh-
Roberts model projects the supply of nurses. In the
Pugh-Roberts model, the inflows and outflows consist

oft (1) the number of licensed nurses including new
graduates, who are employed or seeking employment,
and who are willing, to take available jobs at each
job settings, (2) the number of nurses not employed
or inactive but willing to take available jobs, (3)
the number of nurses quitting to take other nursing
positions, (4) the number of nurses retiring or be-
coming inactive, and (5) the number of nurses immi-
grating into the country. Determination of the above
would enable model users to project the effective
rate of nurses' supply at each point in time.

The Pugh-Roberts model's specification of the
factors affecting the supply of nurses from both the
nursing education sector and active nurses may be
expressed in the following way,

FNWECE f f (PAJAS, W, BNR, EFOT)

where

FNWECE = fraction of nurses at each educational
level who are employed or are willing
to consider employment;
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FIGURE 51 SCHEMATIC VIEW OF THE S3UPPLY OF NURSES OF
THE PUGH-ROBERTS MODEL AS INTERPRETED BY
KONG-KYUN RO.
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PAJAS - perceived availability of jobs at each
level, as presented by the ratio of the
number of jobs available for nurses at
each level to the total number of jobs
for nurses at each levels

W - nurses' wages, as represented by the
ratio of wages of personnel at each
level to 1972 wages for personnel at
that levels

BNR - breadth of nurses' responsibilities
represented by a dimensionless index
in which a value of 1.0 represents
the breadth of nurses' responsibili-
ties in 1972; and

EFOT = changes in overall economy over time.

In terms of the values of impact multipliers
given by the Task Group, by far the most important

4factor influencing the supply of nurses is nurses'
wages. Other factors are judged to exert relati-
vely insignificant impacts on the nurses' supply.

The CSF model uses multiple regressions to pro-
ject the suvply of nurses. The regression model, how-
evr, consists o definirw the inflows OM outflows of nurses
into and out of the base year supply pool of licensed
nurses. It does not specify the underlying causes
which determine the rate of the addition to and the
reduction from the existing manpower supply. The
following equations show how the CS model makes
projection of nurse supply.

n

S(t) Z aj(t) LW(t) (411)
J-1.

L LP(tL) L(t) * Gj(t) + (FINj(t)-MOj(t)(4,2)

where;

SSW(t) - the number of nurses in year t (i.e.,
the active supply),

0I U 0



L (t) - the number of licensed nurses age j
in year t,

(t) - the activity rate for nurses age j in
year t (i.e., the ratio of employed
nurses to licensed nurses),

P. - the one year probability of survival
for nurses age j,

G.(t) the number of new graduates age j licen-
sed in year t,

FNM(t)- the number of new foreign, new endorse-
ments, and reinstated nurses age j in
year t, and

MO(t)- the number of nurses age j who migrate
out of the area or whose licenses expire
and are not renewed in year t.

It can be seen from equation (4s2) that the supply
of licensed nurses is estimated on a yearly basis by
takina account of new graduates, new foreign nurses,
reinstated nurses, new endorsements, nurses who leave
the area or whose licenses expire, and one-year sur-
vival probabilities. The active supply of nurses,
equation (4,1) is then determined by multiplying the
(age-specific) supply of licensed nurses by the (age-
specific) activity rate. _/

'I An important factor which greatly influences the
supDly of health manpower is not explicitly included
in any of the above models. It is the public policy
towards the health of community. A policy decision
might be made to enlarge or reduce the enrollment of
educational institutions which train the manpower in
the field. It might institute a health insurance
system which would increase the demand for the health

_ This model is based on an approach developed by
Research Triangle Institute located at Chapel Hill
North Carolina, U.S.A. See Jones, D.C., et al.,
Procedure for Projecting Trends in Registered
Nurse SuDply, Research Triangle Institute, March
19759 (FR-2U-1024-2). Division of Nursing, Bureau
of Health Planning and Resources Development, HRA,
DHEW.

-133-

4 ° " M



services which, in turn, would increase the demand
for health professionals. I/ Therefore a projection
of the future manpower supply based on the injection-
leakage method has to make assumptions about the
future supply conditions which are determined by
public policy or by other events.

As an example, let me cite the manpower supply
projections my colleague and I made for Korea for
1980's..9/ We made three different projections based
on three different assumptions about the publ.ic
policy which influences the future magnitude of in-
jections and leakages. The assumptions behind pro-

4. jection I are that there will be no change in the
public policy toward the size of enrollment of students
in the schools of nursing and that of the emigration
of nurses from Korea. Thus, it is assumed that (a)
the amount of injections is the estimated number of
new graduates based on the current enrollment of
students in each class in educational programs in
health professions, and (b) the amount of leakages
remains at the current level in terms of number of
health personnel leaving Korea and active pro-
fessional participation.

Projection II assumes that there will be a
change in the immigration policy toward foreign
nurses in the U.S.A. but the Korean policy toward
the size of nursing student body remains the same
as Projection I. Thus, it assumes that the level
of injections is the same as that assumed for Pro-
jection I but the level of leakages is smaller.
Projection III assumes that the level of leakages
is of the same magnitude as that estimated for
Projection II, but the level of injections is higher.
The assmption behind this projection is that the
Ministry of Education increases student quotas of

_/ For a study of the impacts of alternative health
insurance plans on manpower requirements, See
Huangt, Lien-fu and Elwood W. Shomo, "Assessment
and Evaluation of Archetypal National Health
Insurance Plans on U.S. Health Manpower Require-
ments,"DHEW Pub. No. (HRA) 75-1, Rockville, Md.,
U.S. Department of Health, Education and Welfare,
1974,

.j Kong-Kyun Ro and Mo-Im Kim, "Analysis of Health
Resources in Korea," Report submitted to the U.S.
Agency for International Development, 1975.
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existing educational programs in health professions
and/or increases the number of institutions authori-
zed to offer such programs.

CONCLUDING REMARKS

Projections of manpower requirements and supply
are made in order to avoid shortage or surpluses of
the necessary manpower in the future. In a free d
well functioning market system, there will be no need
for such projections because price movements will
eliminate any persisting shortages or surpluses. In
most of the so-called mixed economy, however, there
is a need for manpower planning and, therefore, man-
power projections. There are two reasons for this.
First, the concept of manpower requirements is Sub-
ject to various definitions and interpretations. As
mentioned in this paper, two of the four most common-
ly used method to estimate and project manpower re-
quirements uses a normative definition of manpower
requirements. In order to meet the manpower require-
ments as defined by a normative standard, one cannot
rely on the market system to eliminate a possible
shortage or surplus. Second, public policy in the
mixed economy greatly influences the manpower require-
ments and supply, regardless of whether the policy
is implemented through market system or not. This
means that projections of manpower requirements and
supply must be made which take account of the impacts
of public policies. The Vector model is specifically
built to evaluate the impacts of the national health
insurance and Health Maintenance Organization for-
mation. The Pugh-Roberts model also includes the im-
pacts of public policies which influence the factors
affecting the demand for and supply of nursing man-
power.

One is bound to be bewildered by the variety of
the methods used to make estimations and projections
of manpower requirements. This is because the objec-~tives and the concept of manpower requirements and

supply are different among methods. For example, the
Pugh-Roberts model uses the concept of manpower re-
quirements which corresponds to the excess demand,
whereas for ozher models, manpower "required" is what
is demanded in the market or needed to meet a normati-
vely set service target. The pri-ary objective of
evaluating such a variety of methods in this paper

b
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has been to acquaint the readers with what is avail-
able and the special features of each method so that
one may choose the best method on hand for his purpose.
It should be pointed out that each method has relative
strengths and weaknesses and different assumptions un-
lerlyinR the rationale for using a particular method.
One should be particularly careful to be aware of
assumDtions made in the methods discussed in this
naper. In presenting and evaluation the various
methods, it is also hoied that researchers will
improve the existing methods and inverLt new and
better methods which will be needed in the future
as the dicate of demand for such methods develop
under changing circumstances in manpower planning.
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MAN/COMPUTER INTERACTIVE TECHNIQUE
IN TRANSPORTATION SCHEDULING

PAUL L. TUAN

Transportation Operations and Information
Systems Department

SRI International
Menlo Park, CA 94025, U.S.A.

ABSTRACT. This paper gives some first-hand findings of
research work conducted in vehicle and crew scheduling as

applied to subway, bus, and airline operations. The experience
of developing a man/computer interactive crew scheduling model

and its implementation for one of the largest subway and bus
companies in the U.S. is described. The process is essentially
two phases -- (1) the automatic generation of a first-cut near-
optimal solution; and (2) the refinement of the first-cut solu-
tion through an interactive procedure. Both phases involve
techniques that require cooperation between scheduling logic
and the scheduler's operational insights and human-factor
considerations.
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1. INTRODUCTION

This paper gives a capsule description of a man/computer
interactive technique in transportation scheduling. Although,
in general, a total transportation scheduling process involves

three major segments - time table development, vehicle schedu-
ling, and crew scheduling - for purpose of clarity this paper
covers only the crew scheduling part. In the context of our
research project, "scheduling" means the creation of crew work
programs prior to schedule execution. It does not include the

actual dispatch of crews and other dynamic elements that occur
stochastically in the field. The process described herein is
primarily designed and developed for urban transit operations,

for example, subways and buses, although it was found that

there is a close similarity between airline flight crew scheduling
and ground transit operations scheduling. The same man/computer
interactive technique is being utilized by both types of opera-
tions.

This paper is based on the work of a SRI research team

which, besides the author, is comprised of Messrs. Jerome

Johnson, David Marimont, Michael Tashker, and Bruce Robinson,
all of whom are members of SRI's Transportation Operations and
Information Systems Department.

2. THE CONCEPT OF 11AN/COMPUTER INTERACTIVE PROCESS IN

CREW SCHEDULING

Extensive research has been accomplished on various
schemes of mathematical programming for seeking optimal or
near-optimal solutions. The references listed at the end of
this paper il - 11] are among the significant studies that
have been conducted in the past. However, there has not been
sufficient work to incorporate field operating experience,
schedule makers' insight, and subtle work rules into the
scheduling logic. Despite the desire of transit companies for
more automation in all aspects of transportation operations,

the importance of the perception, experience, and systems
control of the schedule makers already has been stressed. A
pure "black-box" approach in scheduling is normally unattractive
to the scheduling personnel and unacceptable to the operating

authorities.

As a corollary to the above, the scheduling system must

be responsive to man by having on-line interactive capabilities.

The interaction capability should have the following minimal
requirements:

W.
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ii" Short, on-line response time.

o System prompting and tutorial facilities for the
inexperienced user.

o At least two levels of system control by the on-line
user:

- Macrolevel - The schedule maker can influence the
outcome of the schedule through parametric control.

- Microlevel -- The schedule maker can make arbitrary
improvements subject to computer check and improve-
ment quality indicators.

o Immediate on-line feedbacks to let the user know of
his performance.

" On-line graphics, capability, including histograms,
quick quality indicators, bar charts, system diagrams,
and s3 forth.

" CRT should have split-screen, roll, blinking, grey-
tone variation capabilities.

" High-speed on-line printing as well as off-line print-
ing (as a backup).

Figure 1 provides an overview of the man-machine inter-
active scheduling process. The crew scheduling process begins
with a new vehicle timetable; this new timetable is supplied
as an input to the crew-scheduling process. The computer
automatically generates a first-cut crew schedule from this
vehicle schedule. On this first-cut crew schedule, the scheduler
will build more efficient schedules by manipulating and per-
turbing various schedule parameters. As such, the automatic
schedule generator need not generate perfect schedules, only
reasonable schedules.

The first-cut schedule is modified by the scheduler
instructing the computer to make certain desired modifications

* or refittings; this results in a modified schedule. The
computer then evaluates the modified schedule by providing a
detailed list of various measures of efficiency (or quality
indicators). The modified schedule can be rejected outright
if the modification has not resulted in improvement. If
the schedule is acceptable in modified form, the computer pro-
duces reports and statistics and the finalized schedule. If

not acceptable, the computer will provide schedule qualitv
indicators that allow determination of where the schedule is
inefficient or inappropriate. Using the feedback provided by
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these indicators, the scheduler can make new modifications that
result in another improved schedule, which in turn is ,evaluated
for acceptability. This procedure is repeated until an acceptable
schedule is found. Because the computer has taken over most of
the routine operations, mechanical decisions, evaluation, and
report and statistics generation, the scheduler can use his
judgment and experience to quickly evaluate numerous dcedules
and to converge on an efficient schedule.

The interactive process for developing crew work programs
can be viewed as having two levels -- the macrolevel and the
microlevel. The macrolevel is also known as the "paratetric
level," which is represented by the first-cut phase. buring
this phase the schedule maker can vary the parameter values
and control variables at the input stage to induce different
sets of first-cut results. Please see Figure 2 and 3,f6r ,CRT
images of input decision aids. With this approach, the schedule
maker can successively improve his most desirable first-cut
solution until the output is achieved.

During the second phase -- the refinement phase -- the
schedule maker is given the facility to revise or construct
crew runs at a very elementary level -- for example, move a
revenue piece from run X to run Y, add a depot function at
the beginning of run Z, or connect two one-trip runs into a
two-trip run. This flexibility should enable the schedule
maker to incorporate his experience, judgment, and insight into
a work program at a microlevel.

3. FIRST-CUT PHASE

The key elements of the heuristic logic for the first-cut
phase are contained in the following set of guidelines, listedIin order of importance:

(1) Each run is extended as far into a peak operating
period as possible without violating workrule
constraints. Conversely, no run should lie completely
outside a peak period.

(2) As many maximum-workpiece runs as possible are built,
subject to workrule constraints. The number of these
runs is estimated from train requirements for the line.

(3) Relay breaks that fall during peak periods are minimized.

t-141-
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I. TITLE *TEST RUN OF FRSThO WITH 2A01 TIMETABLE
2. TITLE *X2A0I.RUF73,SESTtIOM,6PaI,9;NONPK BLW=20*
3.
4.
5.
6.
7.
a.
9. SECTION WORKRULEO

SO. NREGT * 8: 0* MAXIMUM STRAIGHT TIME (HRS:MINS)
iI. NOVT * 0:59* MAXIMUM OVERTIME (HRS:MINS)
12. LUNCH N 0:350 MINIMUM LUNCH TIME (HRSZMINS)
13. LUNMIN * 3:20* MINIMUM TIME FROM REPORT TO LUNCH START (HRS:MINS)
14. LUNMAX * 5:40* MAXIMUM TIME FROM REPORT TO LUNCH END (HRS:MINS)
IS. NCAB w 6: 0* MAXIMUM CAB TIME FOR SEQUENTIALS (HRS:MINS)
16. NREPT * 0:15w MINIMUM REPORT TIME (HRS:MINS)
17. MTCPUT * I: O* MINIMUM TC FOR PUT-INS AND LAY-UPS (HRS:MINS)
18. MTCAOD * 0:30* MINIMUM TC FOR ADDS AND CUTS (HRS:MINS)
19. MTCMSC * 1:30* MINIMUM TC, MISCELLANEOUS (HRS:MINS)
20. NSPECT * 3: 0* MINIMUM ACTUAL TIME FOR SPECIALS (HRS:MINS)
21. END
22. SECTION * PAYROLL*
23. OPAYMOT * 8.330* BASE PAY, MOTORMEN ($/HR)
24. BPAYCON * 7.910* BASE PAY, CONDUCTORS ($/MR)
25. OVTRATE * 1.500* RATIO OF OVERTIME PAY TO STRAIGHT TIME PAY
26. RETRATE 0 1.500* RATIO OF RETURN TIME PAY TO STRAIGHT TIME PAY
7. NOIFF1 * 2000 START OF NIGHT DIFFERENTIAL PAY PERIOD (NIL TIME)

28. NDIFF2 * 559* END OF NIGHT DIFFERENTIAL PAY PERIOD (MIL TIME)
29. MAXRADI * 5* MAXIMUM RADIO TIME (MINS)
30. END NNNN*

31. SECTION N LINOBJ*
32. LINE N 2AN DATA BELOW FOR LINE 2A
33. AMPKST N 615* START OF AM PEAK PERIOD (NIL TIME)
34. AMPKSP OOO* END OF AM PEAK PERIOD (NIL TIME)
35. PMPKST N 1545* START OF PM PEAK PERIOD (MIL TIME)
36. PIPKSP N 1830* END OF PH PEAK PERIOD (MIL TIME)
37. BEGTIM N 2400* BEGINNING OF FIRST CUT PROCESSING (NIL TIME)
38. FINT.M N 1200* END OF FIRST CUT PROCESSING (NIL TIME)
39. NBLOW N 4* NUMBER OF BLOWOT CARDS BELOW (MAX OF 40)
40. BLOWOT N1: 615-1000: O/24ONSTATION:FROM(MIL TIME)-TO(MIL TIME):MIN BLOWOT/M
41. BLOWOT *1:1001-iS44: 20/240NSTATION:FROMIMIL TIME)-TO(MIL TIME):MIN BLOWOT/M
42. BLOWOT *1:1545-1830: 0/2140STATION:FROM(MIL TIME)-TO(MIL TIME):MIN BLOWOT/M
43. BLOWOT *21831- 614= 20/240STATION:FROM(MIL TIME)-TO(MIL TIME):MIN BLOWOT/M
44. EXPAND * 25* BLOWOT EXPANSION Z FOR STRETCHED RUNS
45. NDROP * IN NUMBER OF DROPBACK CARDS BELOW (MAX OF 50)
46. DROPBK *9: 816- 817W* STATION:FROM(MIL TIME)-TO(MIL TIME):W,1,2 OR 3 TRA
47. EQSTGRP * 2* NUMBER OF EQUIVALENT STATION GROUPS (MAX OF 5)
48. EQST N 1- 2- 3- 0- 0* EQUIVALENT STATIONS (STATION NUMBERS)
49. EQST * 9- 0- 0- 0- 0* EQUIVALENT STATIONS (STATION NUMBERS)
so. NBRKPT * 2* NUMBER OF BREAKPOINTS (MAX OF 91
St. BRKPT *2330- 1- 10- 6* BREAKPT(MIL TIME-STA. NO.-NO.RUNS MIDN-NO.RUNS PH
52. BRKPT N 30- 9- tO- 6* BREAKPT(MIL TIME-STA. NO.-NO.RUNS MIDN-NO.RUNS PH
53. PRUNMO * 4* PIECES PER MIDNIGHT STRETCH RUN
34. PRUNPM N 4* PIECES PER PM STRETCH RUN
55. END NWN*N

56. SECTION N STADEF*
57. STATION *180TH ST= 3*
So. TROUNO * 00 TURN-AROUND-OW,-TRAIN TIME (MIMS)

5$9. REPORT *YES- O* REPORT OK? (YES/NO-WHERE IF NO)
60. RELIEF *YES- 0* RELIEF OK? (YES/NO-WHERE IF NO)

FIGURE 3

A Partial List of Input Parameters to SRI's

Run-Cutting: Program
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(4) Every partially developed run that is built into or i
through a peak period is completed as early as possi-
ble if there is no chance of it reaching later peak
periods.

These guidelines are combined with a group of parameters cal-
culated from the vehicle requirements function of the line to
define a set of run types and a related set of parameters that
can be used to form individual pieces of work from the timetable
into a work program containing attributes desired by the
schedule maker. Six such run types are currently defined:

(1) Midnight Stretch Runs

(2) P.M. Stretch Runs

(3) A.M. Stretch Runs

(4) A.M. Tandem Runs

(5) P.M. Tandem Runs

(6) One Trippers

Several parameters are currently being developed so that
the schedule maker can override the "background" computer
logic and spe(:ify a set of attributes for the final work pro-
gram before a complete, f~rst-cut computer run is performed.

Some of these override features include:

Setting the size and identity of each of the first
five run types described above.

o Setting the timing and duration of relay breaks to
accommodate put-ins, lay-ups, and the like.

o Determining the overall directional imbalance withinI a run type.

0 Specifying first and last pieces for any run.

4. REFINEMENT PHASE

During this phase the schedule maker can review finished
work programs (whether they are first-cut versions or refine-
ment versions) via an on-line CRT and determine whether further
improvements can be made. To serve as decision aids, the

i -144-
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computer also provides various quality indicators. See Figure
4 for a sample output of a first-cut solution. If it is
decided that further improvements should be made, the schedule
maker may instruct the computer, via an on-line terminal, to
generate a finished work program with at least the same infor-
mation content and format as the current manually generated
report.

In the computer-aided system, the schedule maker will
always receive a computer feedback (via on-line CRT or
typewriter terminal) on the quality of the latest edition of
the work program in progress. These indicators reflect the
quality of either an automatically generated work program or
a work program resulting from man-computer interaction. The
schedule maker will determine whether there should therefore
be additional improvement to continue the process or whether
the process should be terminated since there is no more im-

* provement to be made. There are four types of measures listed
below in order of usefulness during schedule development:

o Overall indicators

o Trip profile distribution

0 Schedule coverage check

o Time distribution.

The first three groups can be used as quick-and-dirty decision
rules to measure whether a work program has reached a near-
optimal resolution. The last group is more or less for
analysis purposes once the work program is developed. Please

Nsee Figures 5 and 6 for samples of quality indicators.

5. COMPUTER UTILIZATION AND APPLICATION EXPERIENCE

The above system was developed on the Stanford University's
IBM 370 system with remote-terminal time-sharing capabilities.
Through a nation-wide telecommunication network the system
has also been used from other locations in the United States
via voice-grade lines, for example, New York City. System

adaptation was also made by another time-sharing facility
which uses remote CRT's with 4800 baud transfer rate and
adjacent high speed printers. The response time per run
(first-cut) at the terminal ranges from a few seconds to a
few minutes dependent upon the total workload of the computer
system. In almost all the cases the first-cut solution
achieves an overall efficiency of over 90% as compared to the
best solution that can be developed by an experienced schedule maker
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3.

. Figure 4

6. TEST RUN OF FRSTMW WITH 2AO! TIMETABLE
7. X2AOI .RUF73,OEST,OI1,6PSI ,9;NONPK BLHI20
8. 241ST ST: I 238TH ST: 2 180TH ST: 3
9. NEW LOTS: 9
10.
it. RUN PT R REPT L LEAV A ARRV L LEAV A ARRV R RELF L UMO LUNIE ACTL ALLD 02FF RAO MI
12.
13. 101 4M1 2329 /1 2344 9 111 /9 216 1 343
14. 81 519 9 644A /9 702A 1 828 /1 828 1 343 519 8:59 9t29 6:30 5 101
15.
16. 102 4M 1 2344 /1 2359 9 126L A9 236 I 403

I?. 81 S31P 9 656A /9 712A I 838 /1 838 1 403 531 8:S4 9:21 6115 5 O2

19. 103 0 /1 15 9 142 /9 256 1 423
20. 81 542 9 708A /9 728 I 855 /I 85S I 623 542 8:55 9,23 5:59 5 103
21.
22. 10 4"1 20 /1 35 9 202 /9 316 1 443
23. 01 601A 9 728 /9 747 1 916 /1 916 1 443 518 815S 9:24 5:39 5 104
24.
25. 10S 4111 40 /I 55 9 222 /9 336 1 503
26. DI 617A 9 744 /9 805 I 935 /1 935 1 503 538 8:55 9:23 5t19 5 lOS
27.
28. 106 4"1 100 /1 115 9 242 /9 356 1 523
29. 83 647P 9 759 /9 817 1 947 /1 947 3 537 647 8:47 9:11 4159 5 106
30.
31. 107 4"11 120 / 135 9 302 /9 416 I 543A
32. S1 637A 9 806 /9 823 I 953 /I 9S3 1 543 637 8:33 8:50 4:39 5 107
13.
34. 108 411 140 /I 155 9 322 /9 436 1 603A
3S. 53 658P 9 812 /9 830 I 10001 /I 1000 3 617 658 8:20 8:30 4:19 5 108
36.
37. 109 4F 1400 AI 41S 9 54*2A A9 652A 1 817
3. B 859 9 102S /9 1052 1 1217 /1 1217 I 817 859 8:17 8:26 1:59 5 109
39.
40. 110 4t 9 26 /9 41 1 208 A 2,S 9 402

41. 09 S54P I 719 / 747 9 920 /9 920 9 402 437 814 9:21 5:33 5 110
42.
43. 111 411 9 0 /9 S6 I 223 /1 255 9 422
44. 09 616A 1 741 /3 816P 9 932L /9 932 9 422 457 8:51 9:17 5:t8 5 III
4S.
46. I11 41 9 101 /9 116 I 243 /1 315 9 442
47. 09 606A I 731 /1 609 9 938 /9 938 9 442 517 8:37 8156 4:58 5 II
68.

49. 113 411 9 121 /9 136 1 303 /1 335 9 502
50. 09 629A I 754 /1 819 9 946 /9 946 9 502 537 8:25 8:38 4:38 5 113
51.

52. 114 411 9 141 /9 156 1 323 /1 3SS 9 S22A
53. C9 641P I 806 /1 829 9 955 /9 955 9 606 641 8:14 6:21 4:18 5 114
S4.
55. 201 IF I 420 /1 435 9 602A A9 720A 1 846 81 921 1 846 921 S: I 8 0 1:39 0 201
56.

57. 202 4F I 436 /1 45 9 618A A9 73SP I 903
58. 81 939 9 1OS /9 1132 1 0257 /I 1S27 I 903 939 8:21 8:32 1123 5 202
S9.

Outnut ForrAt for SRT's R an-Cu:tinr Proqrnn
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Occasionally, the first-cut solution is equal or better than
the best manual solution. With minor refinement the best
solution can often be reached within minutes or hours as
opposed to days or weeks under a pure manual system.

Research is currently underway to develop an interactive
system that can be supported by a stand-alone microprocessor/
CRT (graphics) combination. Some of the output from this
system are presented in Figure 7.
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AN APPLICATION OF BRANCH AND BOUND METHOD
TO OPTIMIZE INTERDEPENDENT PUBLIC TRANSIT NETWORK

Inwon Lee

Korea Institute of Science & Technology
Regional Development Research Center

P.O.Box 131 Dong Des Mun
Seoul, Korea

ABSTRACT. In recent years, significant advances have
been made enabling travel demand analysis and network design
methods to be used as increasingly realistic evaluation
tools. What has been lacking in the integration of travel
demand analysis with network design models.

This paper presents an integrated(advanced) modelling
system that can be used to design public transit network.
Instead of assuming that trips from a sone to a workplace
are fixed, the travelers' free choice of mode and destinat-
ion is introduced into an optimal searching procedure using
Branch and Bound method.

In order to provide an empirical test result, a joint
choice probabilistic model is developed using 1970 census
data. The impacts of public transit network changes on the
spatial distribution of activities is measured simultaneously
with the impacts on mode choice behavior. Next, by embedding
the joint choice model into a discrete netwerk optimisation
procedure, the best possible network investment is searched
in a forward seeking procedure.

The most significant result of this study lies in the
use of a linear approximation technique to improve the
efficiency of Branch and Bound method. The necessary
conditions of using the proposed linear approximation
technique to find the globally optimal solution in mathemat-
ically demonstrated and the significance of efficiency
improvements is empirically investigated. The purpose of
this paper is to demonstrate that the impreved capability ef
the discrete network optimisation method makes it practically
feasible to find the best network investment program based
en non-linear behavioral mdels.
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1. INTRODUCTION

In urban transportation planning, considerable effort has

been concentrated on the development and application of

mathematical models. Even though the models still have

many limitations, the need for improved tools for transport

network investment decisions is growing rapidly in the 4
public sector.

As an example, the Regional Transportation Authority(RTA)

of Northeastern Illinois has identified approximately 120

rapid transit alternatives that can be introduced to the

transit network as new routes or as replacements for exist-

ing lines. Since it is not politically feasible to invest

capital in two lines serving the same area, a decision was

made to group the 120 alternatives into 30 major corridor

alternatives with one candidate alternative being selected

for each corridor.

The task of RTA capital investment planning is to select

a subset from the 30 project universe which represents the

best use of the RTA capital budget. Best is determined

according to several objectives; maximization of transit

patronage, consumers' surplus, regional accessibility, and

minimization of subsidy requirement.

Since projects can either compete for passengers, coope-
rate in carrying passengers, or do both at the same time,

project interrelationships should be reflected in the

project evaluation. In order to get the best result from

investment planning analysis, all possible combinations of

projects should be considered. However, if one were to I
evaluate all possible combinatorial networks that result

from 30 alternatives, over 1.073 billion (230) evaluations
would be required for each objective. No conventional
economic analysis technique would be useful given the
available RTA budget, nor would independent evaluation of

each corridor alternative correctly represent the inter-
dependent benefits of new or replacement transit alternati-
yes. Therefore, when it is necessary to consider the effec -

ts of network interdependence upon evaluation criteria, the

problem might best be analyzed in terms of a mathematical
modelling approach.

The mathematical modelling approach is often applied in

three different ways: (1) the "forward-seeking" method;
(2) the "backward-seeking" method and (3) the so-called
"adaptive planning" method. The forward-seeking method is
an inductive searching approach where the future state is
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exogenously predicted and an optimal network plan is develop-
ed to best serve this given future state. The backward-seeking
method is a deductive searching approach where the trans-
portation network is designed to guide regional development
so that desired objectives are attained. The adaptive plan-
ning approach is a way of combining features of the above two
views in order to continuously guide a region's transporta-
tion system and its environment. The advantage of this
adaptive process is in achieving a better understanding of
the time dimension or future uncertainty and using this to
improve effectiveness in modifying reality. The concept of
optimizing a discrete network system under various alterna-
tive futures and implementing only the most robust alterna-
tive seems to be one of the most promising applications of
this adaptive planning approach. However, this approach
generally requires designing and implementing a very effici-
ent and extensive mathematical modelling system.

The current status of transportation modelling analysis
dose not meet the standards of an extensive yet efficient
modelling system. The sequential modelling process of trip
generation, trip distribution, mode choice and link assign-
ment is an expensive, error propagating procedure which
inconsistently utilizes the transportation level of service
variables. In many cases, the trip generation and distri-
bution procedures are insensitive to public transit network
changes. Thus many standard transport network optimization
models often overlook the need for travel behavior analysis.
Harris raised the question of whether these mathematical mo-
dels truly represent the problem whose solution is being
attempted (Harris, 1970). The conventional network design
models based on the normative link assignment and a fixed
O-D trip table have been criticized for use in transit
network design because passengers are not all captive nor do
they behave so as to achieve the system optimal point.
Therefore, it is necessary to apply a descriptive link
assignment (or behavioral link choice) procedure with vari-
able O-D trip interchanges when optimizing public transit
networks.

The discrete network optimization approach, such as the
Branch and Bound method, can be utilized for the analysis of
travel demand behavior (Steenbrink, 1974; Leblanc, 1975;
Boyce, 1977). However, most branch and bound tree searching
techniques are too inefficient to be used outside of the
research phase because the computation time required for
defining the global optimal solution grows exponentially as
the number of alternatives increases. Therefore, heuristic
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rules which do not find exact optima are popular in many
practical network design studies. If the global optimal
solution cannot be found by heuristic rules, it becomes
necessary to formalize the tradeoff between the cost of
computation and the closeness to the global optimum.
However, the formalization which is necessary to decide when
to stop searching has rarely been studied based on real world
network design problems.

Besides the above arguments, there are many other questions
or problems in the use of the matheatical modelling approach.
Data availability, forecasting errors, grossness, complica-
tedness, and mechanicalness are typically listed among others
(Lee, 1973). The purpose of this paper is to examine empi-
rically the performance of an improved mathematical modell-
ing approach and to provide insights for the future develop-
ment of mathematical models.

The first part of this paper focuses on the development
of a behavioral demand model and an efficient transit network
optimization method which correctly represents travel demand
changes. The second part of the paper investigates 

empiri- I
cally the merits and shortcomings of the use of a discrete
optimization approach in conjunction with the travel behavior
models to search inductively for the optinal investment
strategy in improving the existing public transit network.
The overall evaluation of the mathematical modelling approach
developed might be based on the preferences and goals of
decision makers. However, the performances of the models
developed herein are reported in quantitative terms.
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2. DEVELOPMET OF A JOINT CHOICE MODEL FOR TRANSPORTATION

PLANNING

2.1. Model Structure

The evaluation and selection of alternative public transit
network plans are generally dependent on the prediction of
their economic, environmental and social impacts. In the
past, information on the expected impacts of proposed plans
was largely based on judgmental information provided by
various experts or government planners. The process of
reaching consensus (or agreed-upon impact statements), how-
ever, is too unwieldly to use for the evaluation of a large
number of alternative networks. In addition, the judgmental
evaluations were often focused on the first order direct
impacts. Therefore, the need for a quantitative modelling
approach has long been recognized not only to explore
mutually interdependent indirect (or secondary) impacts but
also to provide estimates of the impacts of changes in
transport network systems.

At the present time, the standard transportation modelling
process (i.e., the sequential modelling process of trip
generation, trip distribution, mode choice and link assign-
ment) for network impact analysis is associated with two
major shortcomings: the expensive and error propagating
nature of its utilization, and the question of its theoreti-
cal validity. Even though the propagation of errors from
one sub-model to another may be a minor issue, the high cost
of applying the entire demand modelling process (such as
UTPS Package) greatly decreases its applicability in trans-
port network design (or optimization) studies because it is
likely to be used only a limited number of times. Theoreti-
cal questions concerning the validity of the demand estimate
process have been discussed in numerous papers (Stopher,
Lisco 1970; Brand, 1972; Robert, 1972; Lee, 1973; Ben-Akiva,
1973; McFadden, 1973; Hutchinson, 1974; Lerman, 1975; Cesario,
1977 for example). The inconsistency of using major policy
variables such as travel time and cost, the insensitivity of
models to level of service changes, and the improper treat-
ment of the conditional probabilities have been most widely
criticized.

~i To derive a joint(destination and mode) choice model the

following entropy maximization approach is proposeds
Maximize E T!

ij k
~i j k T i k
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Subject to Tijk Uijk U (2)

ik ijk = (3)

Where T is the total number of trips.

Tijk  is the trip interchange between zone i and j

by mode k.

Uijk is the per trip utility from i to j by mode k.

U is total system utility.

EiP. is total employment in zone j.

If we naximize the obective function by taking logaritv.s
(i.e., in(T.) - subject to (2) and (3), the

Lapranian maximization problem based on Stirling's approx!-
nation ieco:es:

In (E) =  DTij ln(Ti ) + -x kjEMPj Tik

iji k ij j j

+ J [U - Z ,i, Tijk Uijk] • (4) 

i j k

:y takinr the patial derivative & , and setting it

equal to zero we obtain: j

Tijk= exp(- Xj) exp(- $ Uijk) (5)

Where exp(- V*.) o DiP /. -, exp(- P Uijk) from the constraint
ik

equation (3). This relationship is needed to satisfy (3).

j, B are Lagrangian multipliers.
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Therefore, the simultaneous (or joint) place-of-home and
mode choice model can be shown as follows:

exp(- P Uilk)
ijk j exp(- 0 Uijk)

ik

As Wilson argued in his singly constrained model Wilson,
1974 , we may assigm zonal weight based on zonal attractive-
ness or simply number of residents in zone i to the utility
term in both numberator and denominator. If this zonal
weight is introduced based on zonal attractiveness, the
equation (6) will be changed as follows:

A exp(- 0 Uik)
T nfl' , " i i(7ijk Z f A1 exp(-8 Uijk)

i k

Where Ai is the attractiveness of zone i

This deviation from the equation (6) can be interpreted as

a redefinition of the utility function. Since Ai = exp(ln

(Ai)), the weighted utility term in equation (7), (i.e. Ai

exp(- tUijk)), is identical to exp(ln(Ai) -fUtik). In
other words, if the zonal attractive measures are introduced
in the constraint equation (2), we can obtain equation (7).
The further detailed discussion of the utility function and
independent variables are included in the next section.

The probabilistic interpretation of the joint destination
and mode choice model defined as equation (7) is:

Prob(i,j,k) =  A exp(- 0 U ik) for every J.
J Ai exp(- Ujk)
ik

Prob(i,j,k) can be directly utilized for the journey
from-work-to-home matrix if the parameters of the utility
function are determined. It is now obvious that this joint
choice probability of trip distribution between i and j via
mode k is not fixed but changes in a non-linear fashion
depending upon the utility function or zonal attractiveness
changes. This is one of the most desirable characteristics
of the model in that work trip interchange and mode choice
are defined as a direct function of mode specific utilities.
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If a Cobb-Danglas utility function is introduced instead
of Ui, k, the proposed model structuctnre would result in the
following form:

P1 epY1 +~ijk +Y cijk +8 D iCBD alXl +a 2X2I
T ij EP

jijk r Pn exp[cY n-t + C njm+6D cBD+alX +a2X23

nUm

Where Tijk is the trip interchanges between i and j via mode k.

EMPj is employment in zone J.

P i is the number of residents of zone i.

Y i is the average household income of zone i.

tijk  is average door-to-door travel time from i to j

via mode k.

c ik is average door-to-door cost of travel from i to

j by mode k.

DiCBD is air-line distance from zone i to CBD.

X , X2  are mode specific dummy variables. If X = 1, auto

is used and if X, = 1, commuter rail is used, if both

are zero then rail transit (CTA) is used.I ,o,y,S are coefficients to be obtained through calibration.
2.2 Calibration Methodology

As discussed in numerous papers, there are two basic

calibration methods for determining the parameters of the

utility function: minimize variance (least squares) or
maximize likelihood. The least squares method minimizes

[T~ - TiI , Tijk is the observed trip interchanges

* . between i and j via mode k while the maximum likelihood

we t
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observed trip for employment zone j.

The most efficient method for calibrating the non-linear
model involves calculating partial derivatives for all the
coefficients (or parameters), and simultaneously solving all
the partial derivative equations, after setting these equal
to zero. However, the analytical method for solving such a
set of simultaneous equations is extremely difficult and has
not yet been successful.

Alternatively, iterative searching procedures such as
Newton-Raphson, Davidon-Flectcher-Powell, or Fletcher-Reeves
method (Fletcher and Reeves, 1964] have been widely utilized.
These techniques basically search a surface to determine which
coefficient values would either minimize variance or maximize
likelihood. In detail, they operate as followst (a) estimate
parameter values; (b) calculate partial derivatives for the
parameters; (c) determine, based on the largest magnitude
derivative (positive or negative) which coefficient value
should be changed; (d) determine the change in the parameter
based on the move which would bring the derivative value
closest to zero; (e) repeat the above steps until the stopp-
ing criteria (which is the closeness of the partial deriva-
tives to zero) is satisfied.

For this research to calibrate the joint destination and
mode choice models, the Fletcher-Reeves method is selected.
The Fletcher-Reeves method, which does not require the inver-
sion of the Hessian matrix for each searching step, was found
flexible enough (and also suitable) for handling the mode
specific constants independently from other joint choice
variables. However, it is wrong to assert that other methods
are inferior to the Fletcher-Reeves method. It should be

noted, however, that the Flectcher-Reeves gradient method
utilizing the first partial derivative equations is much
more computer efficient than the quasi-Newton method which
approximates the first partial dervatives.

2.3 Data Collection

Considering the fact that our purpose in demand model
development is to apply it for network optimization, where
zonal aggregation is necessary, the modelling of the behavior
of groups instead of individual behavior is considered more
acceptable and practical for this research especially since

adequate data on individual travelers was not available.
The conventional approach defining groups' behavior in pro-
babilistic term based on a one square mile zone system is
considered as a proper replica of trip distribution and mode

= , -161-

~ I'



choice patterns.

For the Northeastern Illinois Region, a 25 percent random
sample of the CATS zone system was drawn. This sample con-
tains 168 zones. With the exception of two zones in the
fringe of the study area, the selected zones are about one
square mile zones.

The base data associated with the proposed sample set
were both collected from existing sources and developed from
engineering measurements. The data collected from existing
sources are zonal population, zone income, CBD employment,
and trip interchanges by mode from the samples zone to the
C3D. The travel time and cost by the different modes from
the zone centroid to the CBD were measured based on a simple
minimum path procedure.

The zonal population was the 1970 residential zone popu-
lation as reported in the census. The zone income represents
the average family income in the zone for 1970 as reported
in the census. As with population, the census income data
were converted into the CATS zone scheme.

The CBD employment data was based on the work trip data,
and was calculated by summing the number of work trips by
all modes from the sample zones to the CBD. The zonai. trip
interchange data was based on the special section of 1970
census, i.e. Urban Transportation Planning Package (UTPP)
which contains tabulations of the 1970 journey-to-work data.

To estimate the utilities of the four line-haul modes i.e.
auto, bus, rapid transit and commuter rail, various existing
data sources and specially developed methodologies are
utilized. Theoretically the utilities of each mode include
a range of factors, namely its time, ccst, reliability,
comfort, safety and convenience. For the demand model
calibration, the time and cost values were estimated directly,
while the other factors were initially indirectly accounted
for through the use of distance variables and mode specific
constants.

2.4. Calibration Results

Upon the completion of the required data collections and
modifications, a series of joint destination (residential
zone) and mode choice models are calibrated in this section.
In order to determine the exact model parameters, utility
function variables, and calibration criteria, five alterna-
tive joint choice model formulations, each with a slightly
different underlying rationale have been specified and examined
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based on the Chicago CBD work trip data. From these five
alternative models, the final joint choice model was chosen
for the next part of study, i.e., the optimization of a
public transit network with a travel demand model.

Table 2.1 shows the parameter values for each model
structure. Three general comments concerning the models can
be made: (a) the signs of time, cost and income variables are

correct; (b) r2s for the models are approximately equal and
all quite good; and c) the mode specific constants show that
there are biases in the measures of other variables.

Based on these results in Table 2.1, a two step process
was followed to determine which model (i.e. independent
variables) should be used. The first step involved a com-
parison between the models with and without income. The
following points were noted for those models which include
incomes (a) there is a slightly higher r2; (b) the constant
terms are significantly larger and thus have a greater impact
on mode choice (conversely, these models are less sensitive
to the level of service variables); and (c) the value of time
is much samller and is thought to be inconsistent with other
researches in the Chicago region (tisco, 1967; Wigner, 1973).
In addition, to be able to use the models with income for
predicting travel demand in the future it would be necessary
to forecast household income. Thus it was decided to use the
models which do not contain an income variable in the next
part of the research.

The second step was a comparison of M-odels One and Three,neither of which have income variables. Model three, which

' includes mode specific constants was selected for the follow-
} I ing reasons: (a) r' is slightly larger for IXodel Three; (b)

the consistency of the parameter values for the different

calibration methods is greater for Model Three, and (c) it
seems that measured utilities do not sufficiently represent
actual utilities and thus the concept of adjustment to meas-
ure times and costs through mode specific constants is
necessary.

Therefore, the utility function selected for this research

UiCBDk £akXk - In(tiCBDk) - Yn(CicBDk) ].
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This would be the. simplest possible utility function that
can be utilized in the public transit network design study.

The fInal analysis involved the determination of which
calibration method should be used. As was shown in the
Table 2.1, r 2 is always higher for the least squares method,
wl . the consistency of the time and cost parameter values
is s-tch'tatially e-ater for the :maximun likelihood calibra-
t1io,. fhese two facts can be interpreted to mean that the
leat squares method better replicate. existinr data, but
tlat it& parameter values are inconsistent (or statistically
in'efficient and biased).

Ths statistical bias is Important in that the samller
the variaticn in the parameter values, t-e greater the relia-
b-lVty of any one s.clfic parameter value. -,xaination of
t! coefficIent of the most important variable, travel time,
s'ti.s thait for the -maximun likelhood method, the variation

.is fro -. 827 to -.90k i:hile for least scuares estimation,
the variation is from -. 599 to -.&-k.

A related point is the sensitivity of the different
calibration criteria to changes in paraneter values. l'ore
sensitive measures ore preferred since they imoly a smaller
range within w1":,h th'e f inal coefficients could lie. Fig ures
2.1 and 2.2 illustrate th'e sens~tivity of both calibration
criteria. In the figure, each contour line reprrsents a 10
percent decrease in the unexplained v,rlance, or a 10 norcent
Increase in the value of the likelicod function. For least
scuares calibration (Figure 2.1), the total vxriance as well
as the amount of explained variance associated with different
calibration coefficients ore calculated, and the percentiles
W1'ic' represent the aount of unexplained variance ar, drawn.
For maxP":n likelihood calibration (Fi-ure 2.2), t-e total
!ikel.'.ood indicators associated with diffcrent calibration
coefficicnts are calculated, and percentiles which present
the anount of li:elihood are drawn.

The firures show that the naxiunum likelihood estimate is
far nore sensitive to paraeter values than is the least
squares zrit.rion. In addition, the plane associated ttth
the :.aximum likelihood met'-od is close to a normal distri-
bution, wlile the least squares plane has an unknown skewed
distribution. 7 .s documents the olief that the maximum
llkelihood method orovides less statistically biased pnra-
meters tlan does te least squarer method.

k.-ased en the -Cnve analysis it was determined th-at the
maximum likelihood calibration should te used for the publicI !  -165-
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3. EMBEDDING THE TRAVEL DEMAND MODEL INTO NETWORK OPTIMIZAT-
ION PROCEDURES

3.1. Overview of Network Optimization Methodology

The development of an optimal regional network system has
associated with it several major conceptual difficulties
which must be addressed in the formulation of an optimizat-
ion model. Generally the problems involved with transport
network optimization can be grouped into two major cate-
goriest

a. Quantification of Optimization Criteria
The difficulties in applying mathematical programming

techniques to social problems involve the definition of the
objective function and constraints, the measurements of
parameters, and the tendency to oversimplify problems.
As Harris points out(1.970), the real obstacle is that there
is no guarantee that the problem as formulated according to
any particular programming method is a true representation
of(isomorphicwith) the problem whose solution is being
ant decision criteria in optimization are two main sources

causing the lack of this isomorphism. The minimization of
total tripmakers' travel time under a fixed trip inter-
change table is a typical approach which oversimplifies the
transport network design problem. Patronage, consumers'
surplus, natural resource savings and environmental concerns
are also important perspectives that should be considered in
practical transport network optimization.

b. Interdependence among Alternatives

Given that a criterion for benefit is selected(consum-
er's surplus or patronage for example), the computed benefit
of an alternative will vary depending on whether other pro-
posed alternatives are assumed to be in existence.
The assumption that the linear sum of each individual link
benefit is the benefit of the entire network calculated in a
certain way, is incorrect in most cases. The use of in-
dependently quantified link benefits would lead us to myopic
decision making. A solution to the problem of interdepend-
ence among links would involve the direct evaluation of all
the combinatorial network possibilities. The number of the
feasible networks is very large, ranging upward from about
(i)where n is the number of alternatives proposed and k is
the number of alternatives to be selected. If we canI evaluate one alternative network per second under unusually

favorable circumstances, to select 15 alternatives out of 30

-168-

A*1

Lf. V



transit network optimization study. The final model to be

used is therefore t

T iCDko

EMP Pi(ti CBDk) - . 884(CiCBDk) - .409 exp[.134X1- . 206X 2+ .072X3 3
CDrr)-.884 - 409

ECBD i( t i CBDk )  (ciCBDk) exp[.134X- -. 206X2+ .072X3 ]

i k
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will take about eight and a half years. Therefore an im-
provement in discrete network optimization techniques should
be made for properly defined network design problems.

Because of these difficulties, the selection of a tran-
sit network optimization technique necessitates compromises
between the goal of providing a realistic framework upon
which to base evaluation but limiting the approach to one
that is economical and computationally efficient.

There have been many approaches developed to optimize
the interdependent(or non-liear) network problem. Among
others the branch and bound or the Lacktract programming
algorithm have been most widely applied In various practical
network optimization problems(Ridley, 1965; Ochoa-Rosse,
19681 Scott, 19691 Boyce, 19731 Steenbrink, 19741 Leblanc,
1.975)

The Ochoa-Rosse method was developed to minimize total
users' travel time subject to a capital investment(budget)
constraint. Although the total users' travel time is calcu-
lated based on a fixed trip interchange table and is assumed
te be menetonically decreasing when more links are added to
the base netwerk(i.e., nonexistence of Braess' paradox), the
users' path choice behavior can be realistically considered
in their branch and bound or backtrack algorithm.

In order to further improve the efficiency of emuer-
ation, Ochoa-Rosso proposed two approaches of ordering the
operation of branching. Instead of searching the tree in a
clockwise and downward direction, one approach i to branch
from the active node with the lowest value for F and the
other approach is to branch always from the last active node
generated. The first approach is commonly called "bounding
operation" and the second "backtracking operation".
The relative efficiency of the backtracking operation was
reported by Steenbrink(1974) as follows:

I. Since only the last solution and feasible solution
with the least upper bound need to be stored,
minimum storage space is required in computer appli-
cation.

2. Since the branching scheme of the backtracking oper-
ation has been fixed in advance, the branching is
net the most efficient.

In ether words the backtracking operation would take more
computation time but requires less storage space than the
bounding operation.

However, due to the restriction that network evalu-
ation still has to be done for every active node to set upper
bounds, an alternative approach or a modification of the
branch rejection operation is therefore necessary.
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A method of using the link-specific(or marginal) bene-
fit measures is proposed to modify the rejection operation
in the following section.

3.2. Modification of the Implicit Enumeration Method with a
Linear Approximation Technique

Instead of using the actual network evaluation for the
rejection operation, the simple sum of link-specific(or
marginal) benefit measures might be a useful approximation
of the network benefit function F(x).
If the sum of link-specific benefits, i.e., 'B X , is great-
er than or equal to actual network benefit ?(xj,ithis sum
can be compared to a possible maximum value of F(x). As long
asZBiXi<F(x), then F(x)<F(x*), Therefore only solutions
whose linear sum of benefits are greater than the current
lower bound need to be examined for further branching in the
implicit enumeration method.

If the multinomial logit model and all-or-nothing
assignment are accepted as simulating traveler behavior, the
following lemmas allow substitution of a linear approxim-
ation of benefits for actual network evaluations. In order
to develop these results, some definitions are necessary.

Definitions Links A and B are "competing" if the minimun path
travel time between every O-D pair cannot be reduced b the
uRe of both links A and B. Maihematically, in(t1j, tj)
t j for every (i,j). Where tyj is the minimum path travel
tme i to j when link A is added to the existing network and
tij is the minimum path travel time Jm ito j when link B
is added to the existing network. t is the minimum path
travel tine from i to j when link A and B are simultpneu-

ously introduced into the existing network.~~IinkeA end B ale "complementary" if Min(ttJ, tij). ~ o
• a las one 19d}

Lemma 1. If a transit link A is "competing" with another
transit link B, the transit patronage increase due to link A
addition(ie., d(A)) and the transit patronage increase due
to link B addition(i.., d(B)) have the following relation-

shipA) 
+ d(B)d(AB)

Where d(A,B) is the patronage increase due to the simultane-
ous introduction of link A and B.
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PROOF Let G (E) be the transit trips(mode k) generated
from zene i under the existing network E and Gi(A) and Gi(B)
be the transit trips generated from zone i when link A and
link B are respectively introduced into the existing system.
Then based on the joint destination and mode choice model,
Gi(E), Gi(A) and Gi(B) are defined as follows:

G(E)=TE /)
E  E ',

ijk Z (EM P exp( U In t ) [Pn exp( in )
=j i ijk)/ n (n njm (1)

(iA) =, .iZk EMj Pi exp(a in t exp(

Gi(B )  T - 4 P. exp e in tA.) FF,[p exp(ce in njm / (3)

j n

Where lJk,
Tijk,  and Tjk are the total trips going fromzone i to zone j by mode k under

the cases E, A and B respec-
tively. °

P, is the attractiveness of zone i
measured by zonal population

EMj is the total number of employ
E[jment of zone J.

The transit trips seneratea from zone i when link A and linkB are simultaneous y introduced to the existing system, i.e.,Ci(A,B), can also be defined as follows:

G.(A,:B) T iAll P exp (c In tikZE Pn exp(Y in tnB)],(4)

. £ijkijk

Since linng, MI[t ijk , i ijk
exp(Y In t kA '! B "  MAX[exp(a, In tiA k ) , exp(a in t B) sincey s negative.

because m.n njm exp(a in tn.m), 2' exp(ci in nB.)]

However, .exp(a In tj)~M 4
m n AB m n Amn B

because possibly exp(ce In tn! ) > exp(a In tn ) and exp(a In ntm for
njm njm njw.

at least one n # i or m A k.
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It is clear that when each zone is assinned by the "all-er-
nothing" method to the minimum time path link that the
market area of link A, i.e., M(A) and that of link B, have
the following relationships

M(A)U M(B) = M(A,B).

f nEM(B), then t
A  >t A,B or exp. In tA B)> exp(a I tA

njm njm nim n njm

Therefore,

/ .A,B., ep nA,B.

G (A,B) MD (4m P. exp(' in t )I [P exp( in tg)1)
j mn

i Pi MAX[exp(ot In tlk), exp(y In ,ik,]

MKXI Pn exp(a In t njm , P exp(a in tnjm)

M n m n

exp(a in tiA-EM. P MAX[ j

j MA[ Z Pn exp(a in tA ), P exp(a In tB nj]

tnnjm m nrm

B
. exp (o in tik

~m n m mnu

, A
exp(c t In t exp( In t

<~~~ 1-- 1Pc ntjm) n tnjm
m n m n

JA ~ ijk T= Gi(A) + Gj(B) (5)

i -1i73-*

I

- -.

ij /j T•j ijk) ,



Summing over all zones i,

G(~~~B) ~' A BMAX[TA B
jk ijk' i(6)

Therefore,

A E ] MAXiT TE TB TE(
uk uk ijk ijk' ijk ijk.

i j

Since d(A,B) =  T, ->- T Ek "(A [T ! n

ijk ij j ij

B E Fd(B)~~ =2~I~~T ,dAB 1 MACTA T E TB - T.d() T jkTijk] d(,B ijk ijk' T.jk ijk]

DTA i TEjk] +[Tik -Ti = d(A) + d(B). (8)

Thus, d(A,B) s d(A) + d(B) Q.E.D.

in the above lemma, equatienj is a critical stp
because it demonstrates that T, ' 7- MAX CT , TJ3
for every i and k. Since tript generated in each zone will
access that link with the minimum travel time, the share of
trips for link A or B will be less in competition with the
other line than when either exists alone. Note that accord-
ing to the joint destination and mode choice model total
transit trip generation will increase due to the diversions
from other modes and other zones if the utility or accessibi-
lity of a zone is increased.

The above lemma and the proprqy of the minimp time
path algorithm which guarantees tik - Min(tijk, tijk)
when links A and B are competing, lead to another important
lemma as follows;

Lemma 2. If a transit link A and another transit link B are
competing to serve the passengers generated from zone i, the
net consumers' surplus changes of zone i residents achieved
by simultaneously introducing link A and link B, i.e.,
CSi(AB) has the following relationship to the changes in
consumers' surplus due to introduction of individual links:

(1) CSi(A,B) CSi(A) + CSi(B) and hence
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(2) CSi(AB) Z2 CS.(A) +rj CS.(B)i i i
Vhere CSt(A) to the not consumers* surplus change of

residents when link A is added to the

existing network.
CSi(B) is the net consumers' surplus change of

zone i residents when link B in added to
the existing network.

p1OOFt By definition of consumers' surplus,

CS (A) - ( A + ) T E " A

Sj ijk ijk tijk tujkJ

CS (Tijk + Tjk) (ijk tik) and

C(T + T (t
ijk + k 'k kCS i (AB)ijk ik ) (t ijk i'k)"

From the travel demand model, if tA - AA,B then T

%jk i hk n ijk(A) iTjk(AB).

Therefore Tijk(AB) - Tijk(A) if MAX :(t:: -E tik), (ijk - tik)
] E Bjk "tuk)

a E tB I lk tE - B

and T ijk T (B) if MAX (tijk ijk), (tijk tijk ijk tiJk).

Note tA if JEM(B) and t
B  tE

iJk iJk B Jk ijk M(A).

Therefore CS (A) + CSi(B) -

2CTA + E A B E E+rB

k ijk (tiJk tjk)]  iJ k +T ijk)(t Jk
-t i k)

(T A B + T.EE A . E .t

~~il ) ( i~jk) x MAX(tijk -tjk)' ( tBj)

- A,B E .,E Ak ' B. P - CS,(A,B).i jk iijk)-jk ij

And CS (A) +E CS (B) -: CSi(A,B). Q.E.D.
- C i.D

The above two lsamas lead to the following general theorem.

-175--

-% J .



THEOREM

If the proposed transit links A,B,C,..., K are all compet-!
Ing with one another as per the previous definition and

transit patronage and consumers' surplus are quantified
marginally for each individual link by adding each link in-
dependently to the existing network, then

(1) d(A) + d(B) + d(C) +. . . + d(K) > d(A,BC,.., K)

(2) CS(A) + CS(B) + CS(C) +... + CS(K) > CS(A,B,C,... , K).

This theorem holds as far as the transit travel time
from zone i to zone j by link A,B,C,...,K,

A,B,C, ... ,)K A B C K(tMNtij k  tijk tijk' * Jk' " ijk )

ijk j J

for every i and j in the study area.

7
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4. A CASE STUDY, THE OPTIMIZATION OF THE CHICAGO AREA RAPID

TRANSIT NETWORK

4. 1. Background

At the present time, a large number of rapid transit
projects have been proposed for the Chicago Metropolitan
Area. These projects include replacements and extensions of

*existing lines and the constructions of new lines, Due to
the expense of constructing new lines of replacing exist-
ing facilities, not all projects can be financed under the
capital budget.

* After a technical feasibility study of each project and
preliminary planning analyses, one potential project for
each corridor was proposed. These candidate projects for
major transportation corridors should be evaluated in terms
of available capital budgets and total regional benefit.
The benefit of investment in a corridor project cannot be
measured without information concerning investment in its
neighboring corridors. Interdependence among corridor
projects is a major concern in the quantification of regional
benefits such as transit patronage and consumer's surplus.

Therefore a regional network design method such as previ-
ously discussed must be utilized to determine the proper
level of investment among corridors. The method of maximiz-Iing total transit patronage or consumers' surplus subject to
an available budget is an appropriate technique for the

i problem. Among many questions associated with the utiliz-

ation of this technique, the capability of efficiently
searching for an optimal regional network under the given
evaluation criteria and various alternative budgets is of
prime importance.

Table 4.1 illustrates 9 selected alternatives for this
study and the capital cost estimates of the 9 corridor

alternatives.

4 Those cost estimates are derived from TA unit costs per

I mile(classifled by type of rail construction and difficulty

of construction), unit cost per station, and rough estimates
of right of way cost.r
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Alternative Alternative Capital CostNumbr DecripionEstimatesNumbr Decripion(in Millions)

1 Replacement of Existing

Howard Line from North Ave. $70
to Wilson Ave.

2 Extension of Milwaukee Line
to O'Hare Airport(includin5 $290
subway loop at the Airport)

3 Extension/Replacement of
Existing Lake Line from $330
Halsted St. to Franklin park

4 Extension of Congress Line to
Oakbrook $295

5 Extension of Douglas Line to
Riverside $155

6 Extension of Ravenswood Line
to Skokie $160

7 Extension of Englewood Line
to Midway Airport $1.50

Proposed New Line for South-
west Corridor(from Loop to $230
Cicero)

9 Extension of Dan Ryan Line to
Blue Island in the west and $350
to Lake Calumet in the east

Table 4*.1 Description of 9 Selected Alternatives
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4.2. Test of Interdependence

The first issue is the importance of project benefit
interdependence for optimal rail network design. The answer
to this question will be more reliable if several alternative
situations are considered. Therefore, as mentioned previous-
ly, two optimization criteria(i.e. transit patronage and
consumer's surplus), four alternative levels of budget and
two different methods of projuct benefit evaluation are
considered, in all comprising 16 experimental cases. The
following are the t6 cases and their abbreviations:

I* Case one is the mexiization of total network demand
with a constraint of 30 percent investment of the
total maximum budget of 2.03 billion. The link-
specific benefit is quantified by adding one link at
a time to the existing CTA rail network system, i.e.
the existing network is the base network. The abb-
reviation is D/30/EXT standing for Demand/30%
Investment/Add to the existing network.

2. Case two is same as case one except the investment
level is increased to 40 percent of 2.03 billion.
The abbreviation is D/40?EXT.

3. Case three is D/50/EXT.

4. Case four is D/70/EXT.

5. Case five is to maximize consumer's surplus at 30
percent investment, as in case one. The abbreviation
is CS/30/EXT.

6. Case six is CS/40/EXT.

7. Case seven is CS/50/EXT.

8. Case eight is CS/70/EXT.

If the base network is defined as the maximum expansion
(i.e. fully expanded network containing all proposed projects)
of the present CTA rail network, then transit network parton-
age and consumer surplus changes due to each link investment -3
can be determined by subtracting the link from the maximal
system one at a time. This approach also has 8 experimental
cases. The abbreviations for this approach are D/30/MAX,
D/40/AX,..., CS/30/MAX, CS/40/MAX, ... , CS/?0/MAX. 7
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These 16 oases are the basis for the first round experl-sent which In the teat of interdependence.

Table i.2 ahewa the optimizationu criteria quantifiled by
the two base network appraches * These values are intreduc-
64 into the Integer Programming model as the coefficients of
the objective function.

Alternative Network Demand Consumer Surplus
Number Eased on * Basod on** Cost

Ext. Sys. Max. Sys. Ext. Sys. Max. Sys.

1 653 580 41656. 36097. 70
2 2329 1479 179636. 124783. 290
3 2972 1723 259952. 184636. 330
4 3447 1931 194710. 115172. 295
5 1472 459 114044. 51307. 155
6 847 736 78671. 65112. 160
7 902 508 66939. 48483. 150
8 2327 1536 182299. 141628. 230
9 2419 2182 268578. 543 5

*Net increase of one-way trips

*Travel time savings in ininutes

**Capital investment in millions of dollars

Table 4,.2 Narinal Benef its and Cost for Each
Alternative

From Table 4,.2. we can Observe that eptimitatien
criteria quantified by project addition to the existing not-
work system are always higher than those quantified by dele-
tion from the fully expanded(i~e. maximal) network systems
It was proven In the previous chapter that if proposed links
are competing, the marginal link-specific benefit measures
based on the existing system are always higher~upper boUnds)
than the marginal link-specific measures based on the maximum.
network system, From Table 14.2, the not total transit patro-

41 viage increase by adding alternative Link #4te the existing
CTA rail network In 34147 Passengers and that for alternative J
Link #5 is t.472 passengers. If we can assume that these two
links are independent, the net total transit patronage in-
crease by adding these two to present CTA network system
culd be 4919 passengerms But the actual patronage increase

of the new network having those two alternatives is only 4128
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passengers which is obtained from the demand analysis by simu-
ltaneously adding those two links. Also note that the demand
estimations based on the maximal network are 1.931 for alter-
native Link #4 and 459 for alternative Link #5 and the demand
decrease from the joint deletion is only 2390. This is the

real world interdependence effect which has to be accounted
by the implicit enumeration methods.

In order to examine this interdependence effect on net-
work optimization, the Integer Linear Programming model was
used without any modification of the link-specific benefit
estimates in Table 4.2. Table 4.3 shows the summary of the
optimal solutions for the sixteen cases.

From Table 4.3, it is clear that the Integer Linear Pro-
gramming model identifies different solutions for most of the
cases. This is due to the two different base network assump-
tions from which the link-specific benefits are determined.
As an example, the optimal solution for the D/50/EXT case is

4 Links 3,4,5 and 8 while the optimal solution for D/50/MAX case
is Links 1,4,8, and 9. The network composed of Links 3,4,5
and 8 has 1.8 percent less demand than the network composed
of Links ,4,8, and 9. Among 8 comparative cases, the maxi-
mum base network approach is better in 3 cases than the exist-
ing base network with no difference appearing in another 3
cases. However, this Is not sufficient evidence to conclude

which is the better approach.

In order to find out how close this integer programming

solution is to the global optimal solution(s), a complete
search was cenducted by enumerating all feasible combinations
of the 9 alternative links. Figure 4 .1 shows all teasible
combinations of the 9 alternative links. Figure 4.eshows
all feasible combinatorial network evaluations under a budget
of 812 million dollars, which is 40 percent of 2.03 billion.

Point number 2 is the optimal network plan obtained from
the existing base network approach and point number 51 is the
optimal network plan obtained from the maximum base network
approach. It is now obvious that neither of these two base
network approaches(i.e. EXT or MAX) can provide the global

optimal plan that is represented by point number 3 in Figure
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4.3. ifficiency Test of the Implicit Enumeration Methods

The question raised in this part concerns the efficiency
of the branch and bound or backtrack algorithms. Is the
necessary number of network evaluations exponentially in-
creasing as the number of proposed links are increased?
In order to address this question the network optimization
problem for D/40/xxx, i.e. the design problem of maximizing
total transit patronage subject to a 812 million dollar
budget constraint, is selected because the complete enumera-
tion results are available for this case.

First the Scott backtrack algorithm modified with the
linear approximation technique is applied. This backtrack
programming algerithum requires a total of 15 network evalua-
tiens out of 259 feasible solutionsf,

When the modified Ochoa-Rosse and silva algorithm with a
linear approximation technique is applied, the total number
of network evaluations by the network evaluation program
package(RTAEVAL) is only 11. It is interesting to observe
that the Ochea-Rosse and Silve algorithm finds the first
feasible aslutien from the nodes in the level five of the
Scott algorithm and that the number of network evaluations
required for the Ochea-Rosso and Silva algorithm is les than
that of Scott. The number of network evaluations required
for the medified Ochoa-Rosso and Silva's method by the linear

problem to 11 for the eleven link problem. However, if the

linear approxiNatien technique is not applied in conjunction
with the Ochoa-Resso and Silva's method, the use of their
branch and bound approach requires 76 network evaluations.
As a note, if the linear approximation method is not applied
in conjunction with Scott's backtrack algorithm, use of this
approach for the nine link problem(i.e. D/40/xxx) requires
122 network evaluatiens(i.e, one network evaluation for level

three and 121 for level four).

A summary of the efficiency measures for two different
alse problem is shown in Table 4.4. We are now in a posit-
Ion to compare empirically the relative efficiency of three
general methods for attacking combinatorial network design
problems. Among the three general approaches, (i.e. the im-
plicit enumeration method, the random sampling method, and
the heuristic method) the least practical is a direct implicit
enumeration approach(a "brute force" approach in the words of
Harris(B. Harris, 1970)) which attempts, through some varn-
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ation of the branch and bound method or backtracking, to per-
* form the equivalent of a complete enumeration. This app-

reach totally ignores the possibility of approximating the
network benefit (or the non-linear objective function) in a
relatively efficient way and so turns out to be an exponen-
tial time algorithm. However, it is a very encouraging find-
ing that a modification of this approach by the linear app-
roximation technique can reduce the computational demand(i.e.
the number of network evaluations actually required) and

still find the globally optimal solution.

Method N 4 N 9 Remarks

Implicit Enumeration 7 - 8 76 - 122 Exponential Increase
Methods The globally optimal

solution can always
be found.

Implicit Enumeration 3 - 4 11 - 12 Non-exponential
Method Modified by the Increase
Linear Approximation The globally optimal
Technique solution can always

be found

6.7 Percent Random 1 35 Exponential Increase
Sampling Method 50 percent chance of

finding one of the best
ten solutions

Heuristic Methods 4 9 - 27 Polinomial Increase
Using Recursively (Less than N2 )

Lnua- Integer Non-dominated solu-
Programming Model tions, local optimal

solutions, or the
globally optimal
solution are found
depending upon the
particular case

Table 4*4 Number of Network Evaluation Required

for Each Method
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5. CONCLUSION

The research described in this paper is a first attempt
to develop a public transit network optimization method us-
ing a joint destination and mode choice model. The empiri-
cally examined modelling framework has permitted an efficient
search over the discrete(combinatorial) decision variable
space identified for public transit network investment plan-
ning. In detail, the results of this study are reviewed un-
der two categories: (a) efficient network benefit quantific-
ation based on behavioral travel demand analysis, and (b)
efficient network optimization based on the implicit en-
umeration methods. In the first category the advantages of
using a joint choice demand model are explained theoretically
and then examined empirically based on a Chicago area appli-
cation. The review of the second category is based on
results obtained from the Chicago area case study.

The theoretical basis for joint choice modelling is that
the choice of a place to live and transportation mode to work
is not made independently but made jointly based on the re-
lative weights of the living environment conditions and the
level of transportation service. One advantage of this simu-
ltaneous modelling approach, besides the theoretical and
efficiency reasons, is that consistent level of service varl-
ables can be introduced linking the trip generation step to
the link assignment step. In other words, there is no need
to estimate separately the travel times and costs of the trip
generation and distribution phase from the mode choice analy-
sis. Depending upon the public transit network changes, a
minimum disutility path algorithm can identify the inter-
zonal travel time and cost that can be used in the joint
choice modelling analysis.

The development of a public transit network optimization
method which can efficiently apply the chosen joint choice
model comprises the key part of this research. As stated in
Chapter 1, the most critical question is the efficiency of
the installation of behavioral demand models in nonlinear
discrete network optimization procedures. First, the Branch
and Bound, or Backtrack, techniques for network optimization
were examined and the idea of using the marginal(or link-
specific) benefit measures was presented. It was demonstrat-
ed that to improve the efficiency of the implicit enumeration
methods the use of link-specific benefit measures was nece-
asary for the branch rejection test. If the linear sum of the
link-specific(or marginal.) benefit measures is always bigger
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than or equal to the actual network benefit(i.r. L(X) =lBi.Xi

Z(X)), then the globally optimal solution can be found effi-

ciently. It is proved mathemat~cally that the~necess~r con-

dition for JBjXj Z(X) is MIN(tijk, tijk,...,tijk)(tijk'

where A B,...,N are the propesed alternatives(lines or
links), fnether words, if the proposed alternatives A,B,...
,N compete for passengers, the upper bound marginal(or link-
specific) benefits can be obtained for every A,B,...,N so that
the linear sum of tho e upper bound marginal benefits is al-
ways bigger than the ctual network benefit.

For the Chicago Metropolitan Area Transit Network Design
problem, the implicit enumeration methods modified based on
the linear aDproximation technique could efficiently search
out the globally optimal solution. The nine corridor rapid
transit line investment problem clearly demonstrated that the
modified Implicit enumeration method could be more efficient
than a 6.7 percent random sampling approach. The 6.7 percent
random sampling method guarantees only a probability of sele-
cting one of the best ten networks.

The important finding from the case study is that the dis-
crete network optimization problem can be solved efficiently
(better than a 6.7 percent random sampling approach) witnout

ignoring the trip makers' destination, mode and link choice
behavior. The proper procedure of using this promising tool
for multi-objective optimization according to alternative

futures planning concepts is left for future research.
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SOLVING A DISTRIBUTIdN PROBLEM
WITH DANTZIG-WOLFE DECOMPOSITION:

A CASE STUDY

LUDO F. GELOERS and TONY J. VAN ROY

Katholieke Universiteit Leuven
Celestijnenlaan 3Q0 B

B-3030 Leuven-Heverlee, BELGIUM

ABS1  ACT. The purpose of this paper is to present a real-
life distribution case study. The problem relates to the
distribution of a bottled product from the Antwerp port area
over the Belgian territory. The commodity is shipped to de-
pots by company-owned trucks. Then the local distributors
take care of the distribution to different consumer areas.

The purpose was to build a distribution system which al-
lows to minimize overall costs, i.e. the sum of transporta-
tion, inventory and depot location costs.

The global model allows for the determination of depot lo-
cation and the allocation of distributors to individual de-
pots. The transportation being based upon trucks, it was im-
possible to model this situation as a networkflow problem.
Moreover specific social constraints (e.g. time schedules of
truck drivers) had to be added to the model.

In this paper we concentrate upon the problem of how to
allocate consumer areas to fixed depots. A solution proce-
dure based upon Dantzig-Wolfe decomposition was implemented.
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1. PROBLEM DESCRIPTION

This paper concerns the distribution of a liquid bottled
product from the Antwerp plant over the Belgian territory.
The commodity is shipped to 3 depots and 4 main distributors
by company-owned trucks (primary transportation). Distri-
bution from these 7 locations to 40 different customer areas
is organized by regional distributors or independent contrac-
tors. The company pays for the depot and the secondary tran-
sportation according to contract. Distribution from the re-
gional distributors to the 2000 individual dealers is organ-
ized by the distributors at tariff prices. Figure 1 repre-
sents the overall distribution structure.

PLAo PLANT

Primary DEPOT
Transportation O DISTRIBUTOR

o DEALER I
Secondary
Transportation

I Tertiary

Transportation

Fig. 1. Distribution Structure

The above distribution structure involves transportation
costs, depot operating costs and inventory costs. Total de-
mand and demand pattern being variable in time, the company
felt the need to develop a normative model for locating its
depots and allocating the distributors to depots on a cost-
minimization basis. A variety of constraints (e.g. maximum
capacities, truck driver schedules, minimum stocklevels)
must be satisfied.

This paper deals with the customers allocation problem,
i.e. the allocation of customers to a given set of depots
(fixed locations). It results in the implementation of ge-
neralized linear programming (Dantzig-Wolfe decomposition)

k1
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where the subproblem is a minimum cost network flow problem.
The company ooerated with 7 heavy trucks and 11 contai-

nerized trailers. Taking into account trailer loading oper-
ations and truck overhaul, we may consider that 6 loaded
lorries are always available for primary transportation.
The trucks being slightly different, we introduced a hybrid
truck with average capacity. Truck drivers are paid on an
hourly basis, overtime being limited by law. Oelivery re-
quirements (capacity and distance) could be met with 3
trucks on double full shift (2x8 hours) and 3 trucks on ex-
tended single shift (lx11 hours or 2x5.5 hours). Total crew
size was 10. The primary transportation cost was divided in
a fixed cost and a variable cost (per km and per ton tran-
sported). Regular truck driver time was included in the
fixed cost.

The secondary transportation fee is based upon a fixed
standard (as a function of distance between the depot and
the distributory points). As a consequence the distributors
or independent transportation contractors may take consider-
able advantage of choosing the most appropriate truck and/

or tour (see Fi.. 2).

T T =heavy truck

t t = small truck

Fig. 2. Secondary Transoortation

The distributor receives a fixed fee per ton distributed
to the individual dealers. Under this system, the cost of
tertiary transportation is not affected by our policy var-
ables, i.e. depot location and secondary transportation al-
location.

Three payment schemes for depot owners are used. Under
the first scheme they get a fixed annual depot premium plus
a small fee per ton throughput. Under the second scheme,
the premium depends only on throughput, while in the third
scheme the company guarantees a minimum throughput (see Fig.
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3). Some of the depot throughputs are constrained.

Francs/year Francs/year Francs/year

•, !

Zthroughput 0
Ri Ri -Ri Ri

i R,
I II III

Fig. 3. Depot Holders Premium

The product is distributed in company-owned standardized
bottles, which are returned to the company. Loading a truck
implies replacing empty bottles by filled bottles or vice-
versa. Hencb, the inventory level is equal to the truck ca-
pacity and the reorder point quantity, which equals 2 x
daily throughput for operational reasons. Therefore, the
inventory cost may be considered to be proportional to the
depot throughput.

The analysis of the cost structure yielded several domi-
nance relations with respect to transportation strategies.
Fig. 4 shows that strategy A is better than strategy B if
the depot location is rather far away from the plant, the
depot operating costs and inventory cost in A being outweigh-
ted by the additional transportation cost in B. Strategies
C and D, however, are not relevant. They are clearly domin-
ated by strategies C' and D' respectively, provided that the
heavy truck T may reach all destinations in a I day round-
trip.
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A) rl T B)
A 2

B) aIL T .1CT

T 3 2

C) D -! t

Fig. 4. Transportation Strategies

Finally, it should be mentioned that--given the shift

structure mentioned above--the Belgian territory was subdi-

vided into 3 zones (see Fig. 5):

- zone A which may be reached in 5.5 hours round-trip

(loading and unloading included). Locations belonging

to this zone may be reached two times a day in an ex-

tended 11-hours shift;
- zone B including points which may be reached in a

round-trip time between 5.5 hours and 8 hours;

-zone C including points which may only be reached once

a day with an extended 11 hours shift.
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A

Fig. 5. Zoning

2. THE OEUlSION MODEL

Following model was used to represent the general deci-
sion problem described above (i.e. the combined location-al-
location problem):

m m m m
Min {F + ~fix + ~c R + (c 1 R1  +cU) C c2 R2

m m
+ ci ~c r} (1

Subject to:

IRi = rij all i (2)

xRa < R i <x R all i (3)

i- ij i

R, a R + all 1 (4)
11 2
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kliRl K1  (6a)

kiRi 4 K2  (6b)

tiRli u U (6c)

u < u (6d)
max

x 6 {a, 1} rij, Ri, R R u > 0 (7)

Following symbols are used:

F annual fixed dost of truck fleet and driver wages
i depot index (i=1...m)
J customer area or distributor index (J=l...m)
m number of candidate depots
n number of customer areas
f annual fixed depot and inventory cost
i
= 1 if depot is open

= 0 if depot is closed
R annual throughput depot i

c1  variable cost depot i

R ,R annual volume transported from plant to depot i
RiR2i by trucks under the extended single shift system

and the double full shift system
c ,c variable primary transportation cost containing

cii variable truck and overtime cost
ri annual consumption quantity in area j delivered

through depot icd
I'ci secondary transportation cost (from depot i to J :

area J )

u total amount of extra hours per year in the ex-
tended single shift system, i.e. total amount of
surplus hours above U

c regular salary (per hour)i u

R R minimum, maximum throughput in depot i

r annual requ-.iement ot customer area j

k =1/2 for depot i belonging to zone 
m

I for depot i belonging to zone B or C

K total number of truck trips per year in the ex-
tended single shift system u number of workdays .l

per year x number of trucks
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= I for depot i belonging to zones A and Bk 21

a for depot i belonging to zone C
K2  total number of truck trips per year in the double

shift system = 2 x number of workdays x number of
trucks

t round trip time for primary transportation to de-
pot i (including break time when visiting a de-

pot in zone A)
u maximum amount of hours per year in the extended
max single shift system

U total amount of regular hours (e.g. on a 40 hours
per week basis) per year.

The terms of the objective function (1) represent consecu-
tively the fixed primary transportation cost, the fixed de-
pot cost, the variable depot cost, the variable primary
transportation cost for the extended single shift system,
the variable primary transportation costs for the double full
shift system, the secondary transportation costs.
Notice that directly provisioned areas are treated as depots
which can serve only one customer area. Notice also that~extra hours effectively performed during overtime (i.e. af-

ter regular hours on a particular day), are automatically
accounted for in cli as far as the additional overtime sala-

ry is concerned; the regular salary is accounted for in cu.

Constraints (2), (4) and (5) represent the flow conservation
equations for respectively the depot throughputs, the cus- -
tomer requirements and the primary transportation. The de-

pot throughput has a lower and an upper bound as expressed
in (3). Constraints (6a) and (6b) express the truck fleet
capacity limitations of primary transportation due to sche-
duling and zoning considerations. Finally, the upper bound

on the total amount of hours per year traveled by drivers of
the extended single shift system is represented by con-
straints (6c) and (6d).
For simplicity, we write constraints (6a)-(6d) into a more
general form:

Id R + Id R + d U < (6)

di d2i du and 0 being column vectors of appropriate

length.
Finding the optimal values of flows rj of problem (1) , ,

4
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(7) is called the customer allocation problem or the trans-
shipment problem, while determining the x. values is known

3.
as the depot (facility, warehouse) location problem.

Although this decision model is a (general) mixed integer
linear programming model, the straightforward implementation
of general codes such as MPSX/MIP, APEX, OPHELIE, would be
too expensive (memory requirements and computational times)
in comparison with special codes. For example, Glover [31,
[41reports that state-of-art network codes are more than 200
times faster than general linear programming codes for solv-
ing real-life customer allocation problems (i.e. transship-
ment problems).

Although the cost of data collection, problem analysis
and problem formulation are independent of the specific al-
gorithm used, it is clear that computational cost remains
very important. For example, besides solving the "base case"
of our Bottles Distribution Problem, we had to solve about 3
30 other cases for purposes of sensitivity analysis, trade-
off analysis, priority analysis, etc. (See [21for a detailed
discussion of experimental design in logistics distribution
system planning).

3. SOLVING THE CUSTOMER ALLOCATION PROBLEM

The existence of constraints (6) prevents a straightfor-
ward implementation of a standard transshipment package.
Maier [71 described a solution procedure for the "transship-
ment problem with additional constraints" using a compact
inverse scheme and tree labeling techniques, but computati-
onal experience was not reported. Recently Glover and
Klingman [51 presented the SON package which uses these tech-
niques on a general "di-graph" formulation of the problem.

We turned to the Oantzig-Wolfe decomposition principle for
linear systems [61,[81. Note that the small number of addi-
tional constraints could indicate an efficient implementation
of this principle.

The linear model represented above may be decomposed into
a subprogram and a master program. The price paid for this
decomposition is that the master and the subprogram may have
to be solved several times. First the master program is
solved, and from its solution, the objective function is ge-
nerated for the subprogram. Then this problem is solved,
and from its solution a new column is generated to be added

to the master program.
More formally the Oantzig-l'olfe decomposition of problem
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(1) +(7), x~ fixed, yields the following master problem,

the fixed terms of (1) being dropped:

Min X t + (1')

i= t

s.t. TAt f~diiR + Yd R~± + d u < 0 (61)
t i i

with on As>bproblem:()
tt

Min IJR+Yc f R + (c. -itd )R
I1 1 Ii 2i 212

+W I I-

ij ij
Xfixed

where t is the index of the iteration;
p is the cost of the solution at iteration t;
twt denotes the row vector of shadow prices of the

constraints (6);

(8) is the convexity constraint with X the variable
of the t iteration.

The master problem-is a general LP problem, solved by the
simplex algorithm. The subproblem is basically the trans-
shipment problem represented by the network of Fig. 6.4
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1 2 Dummy nodes

primary transportation

secondary transportation

customer areas or
7 9 distributors

tertiary transportation

1 O final node

Fig. 6. Network Presentation of the Problem without the
Additional Constraints

In this network nodes represent the plant, the depots and
the distributors respectively. The flows of the primary
transportation arcs originating from dummy nodes 1 and 2 are
represented by Rl and R2i respectively. Depot throughput

constraints of type (3) are applicable on the depots arcs
(3, 5) and (4, 6).
Maximum distributor demand yields an upper bound on secondaryi transportation arcs, the lower bound being equal to zero.

The same rule applies to the tertiary transportation arcs.
Note that some, but not all, of the constraints of type (6)- * can be presented by the network. For example constraint (6b)
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can be written as:

R 0 for i9AB
' R~2i K2  , 2i -Oi A

i6AB

where AB is the set of all depots with k i 1, i.e. belong-
2i

ing to zones A and B. In the transshipment network we intro-
duce an upper bound on arc (0, 1), and drop all the arcs ori-
ginating in node 2 and going to depot nodes of zone C.

4. COMPUTATIONAL RESULTS

The solution procedure described above was coded in FOR-
TRAN IV. The master problem of the distribution problem
containing only 4 constraints, we used an explicit inverse
revised simplex code. For contractual reasons an out-of-
kilter code was used for solving the transshipment problem,
althou-:: more efficient codes were available (see e.g. 111).
The actual version may solve problem. with 10 additional
constraints of type (6), 1000 nodes and 2000 arcs. The
Bottles Distribution Problem has 7 depots, 40 customers and
3 general linear constraints; computation time varied from
3.5 to 4.5 CPU seconds on an IBM 370/158 for solving one
problem, including input and output; a maximum of 5 iter-
ations had to be performed.
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THE DEVELOPMENT OF FERTILIZER DISTRIBUTION SYSTEM
-AN APPLICATION OF THE TRANSPORTATION

LINEAR PROGRAF*IING MODEL-

YOON, YONG WOON

Depar Aent of Industrial Mgt.
Mokpo Technical College
#525, Sangdong, Mokpo City
Chunnam-Provinceg Korea

ABSTRACT. The purpose of this study is to establish the
optimum model of transportation system by transportation
methods for fertilizer, and develop a fertilizer distribu-
tion system with regard to the shortening transportation
distances and the savings of transportation cost which are
resulted from a new fertilizer distribution model in order
to control harmoniously the demand-supply and keep up the
optimal inventory level for fertilizer with the conversion
of the free sale policy for fertilizer. That is to say,
I analyze transportation linear programming technique
which is the transportation model minimizing the transpor-
tation cost between supply area and consumption area on the
restricted conditions of transportation capacity, freight
working and custody scale :or consumption area and trans-
portation methods and I has established the best proper
transportation model to this with the supply and demand
record of fertilizer in 1975, compare and evaluate it
through simulation with the record and studied the basic
direction of Genearl management system including the trans-
portation management and supply and demand management by the
economic transportation model establishment.

This study is the matter which was performed as assistant
project of Ministry of Science & Technology. I announce
that there was Mr. Yoon's assistance who is Director of
Economic Research Department, KID for this study.
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1. INTRODUCTION

1.1. Purpose of the Study

The purpose of this study is to suggest a model of the
fertilizer distribution system which makes managers better
use of the inventory and distribution network system on the
supply and demand for fertilizer.

1.2. Scope of the Study

The study has been analyzed mainly based on the current
existing distribution system in order to develop a total
supply-demand system.

(1). Analysis of the supply-demand for fertilizer in
139 City and Kun is done (Except for Ongjin-Kun,
Gyeoun&,t-Province, Ulreung-Kun, Cyeoungsangbug-
Province)as shown in Table 1.

We analyze transportation linear programming
technique which is the transportation model minimiz-
ing the transportation cost between supply area and
consumption area on the restricted conditions of
transportation capacity, freight working and custody
scale for consumption area and transportation methods
and we established the best proper transportation
model to this with the supply and demand record of
fertilizer in 1975, compare and evaluate it through
simulation with the record and studied the basic
direction of genearl management system including the
transportation management and supply and demand man-
agement by the economic transportation model estab-
lishment.

(2). An evaluation study is done to measure the effects
on the shortening transportation distances and the
savings of transportation cost which are resulted
from a new fertilizer distribution model.

Especially, as the selection of the first ferti-
lizer transportation destination in the progress
method of reasonable transportation system by the
transportation model establishment Is the important
variable figure of transportation cost accounting by

1the transportation cost, pool system, we took the scope

1. Pool system of transportation cost a system of accounting
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with the weighted freight transportation distance
accounting to the final destination and introduced
it to the best proper transportation distance model
establishment through the transportation relay place
from the respective City and Kun unit warehouse zone
in this study.

(3). Recommendations are made based on the results of
the study to make a better fertilizer distribution
system.

1.3. Expansion of the Study

In the first case, we took the circlution activities only
which are the connective function between supply and con-
sumption area as the following matters should be enforced
for its realization and the comparative evaluation should
be accomplished through the continual simulation of the
fertilizer supply and demand system model for its achievment.

(1). As we develop the estimated demand model of ferti-
lizer to the respective unit warehouse and the con-
sumption area, genearl supply and demand management
system model and the connective function should be
achived.

(2). Proper selection of transportation relay place and

making of relay place by this selection and decision
of the required investment scale.

(3). As we develop the productive control management
system which is able to control the freight capacity
by the demand change to such transportation relay
place and consumption area(final destination).

(4). And we should fix the proper selective system of
the alternative method which can be applied to the
fertilizer supply and demand circumstances change.

and paying the total transportation cost with double offertilizer transportation unit price and total transportation

weight which are accounted by the former year transportation
record without transportation distance and methods in payment
of transportation cost.



1.4. Schematic Diagram for the Total Transportation System
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2. TIME ANALYS;IS OF SUPPLY AND DEMAND FOR FERTILIZER

2.1. Supply and Demand for Fertilizer

2.1.1. Yearly Analysis of Supply and Demand for Fertilizer

2.1.1.1. Production

See Table 2.

2.1.1.2. Consumption by Kinds of Fertilizer

See Table 3.

2.1.1.3. Yearly Consumption

See Table 4.

2.1.2. Geographical Analysis of Supply and Demand for
Fertilizer

See Table 5 and Fig. 1.

2.2. Analysis of Distribution Channel for Fertilizer

2.2.1. Analysis of Transportation Methods

See Table 6, Table 7.

2.2.2. Schematic Diagram for Supply of Fertilizer

See Fig. 2.

2.3. Cost Analysis of Transportation for Fertilizer

2.3.1. Transportation Cost Analysis Per Ton by Methods' The scope of transportation cost of fertilizer as the
analysis subject in this study is limited to the cost of
occuring to the respective transportation methods directly

as shown in Table 8.
but as it is impossible for the problem of transportation

unit price to the respective place between original and des-
tination to account the individual record value of transpor-
tation to the respective place between original and destina-
tion owing to the pool system of fertilizer transportation

A . cost, we selected the following accounting method.
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2.3.1.1. Railway

Railway trnasportation unit price to equivalent section

means the total transportation cost per each section with
railway freight charge (Freight Charge= Class(basic charge
rate)X Transportation Distnce(section number) X Weight(
weight accounting freight)) and incidental cost for transpor-
tation altogether. And we counted the section numbers the
respective place between original and destination and applied
total transportation unit price to the equivalent section.

2.3.1.2. Public Road

Public road transportation unit price by the vehicles puts
public road freight charge(transportation distanceX basic
charge rate) and incidental charges for transportation to-
gether

2.3.1.3. Coast Marine Transportation

Coast marine transportation freight charge accounts trans-
portation distance(Nautical mile) between original and des-
tination and we apply and account it to the freight charge
basis rate. This basic freight charge rate is the long dis-
tance tapering rates and the incidental charge is applied
by the basis of freight working charge rate of Ministry of
Transportation.

2.3.2. Transportation Cost Analysis Per M/T-Km by Methods

As the calculated results of transportation unit price to
the transportation distance of the respective transportation
methods as the above, we can know the following features.

First, in case of fertilizer transportation to the trans-
portation area which transportation distance is over 50 Km.
we can know that transportation by railroad is favorable,
but public road transportation by vehicles is unfavorable
relatively. That is to say, transportation charge rate of
railroad is same per 50 Km for transportation charge although
it is I Km or 49 Km by vehicles because the freight charge
rate is applied by the section on the basis of 50 Km per a
section. But public road transportation charge rate by ve-
hicles is different with transportation charge rate per Km.

In case of public road transportation, tramsportation
charge rate within 6 Km is accounted with the direct dis-
tribution charge conception by disposal condition of Wall
transportation freight charge and the accounting of trans-
portation charge rate for over 6 Km of transportation dis-
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tance is calculated to double the i ras~porlat)on distance to
the transportation charge rate per Km(See Fig. 3).

As transportation unit price per unit(per M/T) to long
distance transportation for over 50 Km, we can know that
transportation charge rate by railroad is more favorable than
that of charge rate by the other transportation methods.

Second, in the view of gravity for incidental cost of
transportation in the composition of transportation unit price
for the respective transportation methods, coast marine trans-

portation part is high relatively. As the above Table 9, in
the view of similar level in transportation unit price with-
out relation of merits and dismerits of transportation dis-
tance, railroad part is composed with basic freight charge
79.7% of the transportation unit price, but the gravity of
incidental cost is calculated to 20.3f. And public road part
is calculated 81.2, and 18.8" each. But the transportation
unit price per M/T of coast marine transportation part by
seashore ships is 49.9/ for composition ratio of the basic
freight charge and it takes almost half. So it is much dif-
ference to other transportation methods level, but the grav-
ity of incidental cost is 50.1% and more two times over than
18% or 20%o of transportation incidental cost gravity of rail-
road and public road. 'We can know that transportation inci-
dental cost gravity of coast marine transportation is high.

Third, transportation unit price for the respective trans-
portation methods is applied to 50 Km per a section in the
railroad case and coast marine transportation is applied to
20 nutical mile or 100 nutical mile as the basic distance
per unit section and this applying of transportation charge
rate can show features of long distance of transportation
and heavy weight of transportation, but the transportation
of the special geographic area is impossible in reality. So
the distribution rate of transportation by public road must
be increased inevitably. Railway transportation is more fa-
vorable at large in case of transportation of fertilizer ex-
cept mountain area or short distance transportation, near
sea coast area.

2.3.3. Incidental Cost Analysis for the Respective Transror-
tation 'ethods

On the other hands, if we see composition of incidental
cost for the respective transportation methods, decision of
transportation unit price is large on the gravity which is
made by the basic transportation charge rate in railway or
public road as the above explaining and transportation cost
of coast marine transportation is large on the gravity which
is made by incidental cost charge rate.
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2.3.3.1. Railway

If we see the composition of transportation unit price per
M/T in the railroad case, the gravity of incidental cost to
the basic freight charge is 20.3% and loading charge is 29.4
, in the factory and the primary transportation relay place
and unloading charge is 26.8% in the distribution and relay
place. So the loading and unloading charge take 56.2% of
total incidental cost and damaged sack packing charge is 34.7j.
The above ratio is composed of damaged packing charge to

the paper sack and damaged sack packing charge to the damaged
part in time of unloading by the laborer and this gravity is
30.8 and 3.9l each of total incidental cost. So it is shown
that they are larger than that of loading and unloading charge.

2.3.3.2. Public Road
Vi

Composition of incidental cost in the public road trans-
portation by the vehicles is applied by incidental cost in
time of railroad transportation, but dispatch cost of factory
entry line is excluded. So the gravity of incidental cost in
the composition of public road transportation unit price is
18.(j and the gravity of incidental cost of railroad is low,
but gravity of the basic freight charge is 81.2% level.

2.3.3.3. Coast Marine Transportation

Gravity of incidental cost in the coast marine transpor-
tation takes 50.1,0 high than that of incidental cost of trans-

I portation unit price by any other transportation methods and
the basic freight charge is lower than that of any other
transportation methods because the coast marine transportation
is tapering rate of long distance but the gravity of inciden-
tal cost is high.(See Table 9)

IA
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3. DEVELOPET OF' AN oFrIui* TRANSPURTATION SYSTEM AND AN

1CONOMICAL TRANSPORTATION MODEL

3.1. Decision on Transportation Points

3.1.1. Selection of Relay Points

Transportation cost reduction effectiveness by model of
transportation path become a main composition factor of the
primary transportation relay points selection. Therefore,
fertilizer transportation path to the final destination
through the optimal transportation relay place from each
supply area can be supposed as the following path in this
stuly approximately as shown in Fir.4, i'ig. 5.

This constitution of transportation path of the respective
transportation methods is to be a judgement basis to keep
the proper transportation system and the understanding of
proper transportation path of fertilizer is to be able to
the best transportation network for;mation, maximum of trans-
portation cost an- reduction effectiveness.

We select the transportation relay place by the transpor-
tation share rate of the respective ienthods as the promise
condition for the optimal transportation system and the
econonical transportation model development of fertilizer,
but it was impossible to get the materials to this.

So I selected the transportation relay place by the follow-
ing selective basis.

(1). Seletion of the primary transportation destination
to the nation wide 139 City and Mun calculated the
weighted freight transportation distance apart the
final destination through the relay place from the
unit warehouse zone of the respective City and Kun
and selected it as the supposed destination where is
located to the shortes transportation distance.

(2). Selection of relay place which is premise condition
of the final transportation destination selected
the relay point where required minimum level the
transportation cost of the transportation unit price
between original-destination to the respective trans-
portation meth od.

(3). Selection to the transportation relay place through
the complicated transportation path choosed the short-
est relay place with supply area and this was possi-
ble as comparing the transportation unit price to the
respective transportation method. s
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3.1.2. Selected ielay Points arid Transportation Cost

3.1.2.1. Selected Relay Points

Then, I selected the primary transportation relay area
by the following selected basis as above. (as shown in
TablelO)

3.1.2.2. Transportation Cost Analysis between the Selected
Relay Points

The transportation cost of the final destination through
the complicated transportation path choosed the cost of
transportation methods which required the minimum transpor-
tation cost between the respective transportation path as
shown in Tablell.

3.2. Development of an Optimum Transportation Network and 4
Economical Network Model.

3.2.1. Constraints of the Model

Economic transportation model for circulation management
system development of fertilizer established the model which
selects the transportation root unconditionally by the high
and low transportation roots of 1668 subjecting 12 supply
areas and 139 demand areas on the basis of supply and demand
record of fertilizer in 1975.

3.2.2. Formular for the Model

Induce of objective function which minimize the constraints
of Linear Programming formula and transportation cost in the ::9

selection of optimal transportation root by economic trans-
portation model of fertilizer is as follows.

3.2.2.1. Constraints

(1). Supply quantity of fertilizer in the respective
supply area can exceed the supply capacity.z xi3 si

(i=l,2,...,12, j=l,2,...,139)

X..; Supply Capacity in i th Supply Areas

i C; Cupply to j th demand Areas from i th Supply)
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(Areas or Demand from i th Supply Areas ~
in inith Demand Areas/

(2). Quantity of fertilizer to be purchased from the
respective consumption area should not be less than
demand quantity of the consumption area.

Xj -- Dj ... (2)

(i=1,2,...,12, j=l,2,...,139)

(D j ; Demand Capacity in j th Demand Areas)

3.2.2.2. Objective Function

2 Ci.*Xj Z Z (minimize) ... (3)

(Cij ; Average Transportation Cost to j th
Demand Areas from i th Supply Areas

3.2.3. Establishment of An Optimal Transportation Model

Then, the established components of the optimal transpor-
tation model constituted the supply function 12, demand
function 139 and the variables 1668 for objective function,
the variables premise the constraints for transportation
model establishment is as shown in Ta.ble 12,13.

3.2.3.1. Supply Capacity by Supply Areas for Fertilizer

See Table 12. I
3.2.3.2. Consumption by Elements, Demand Areas for Ferti-

lizer

See Table L .

3.2.3.3. Model of Demand-Supply Function by Elements of Fer- I
tilizer

To arrange the constraints and the objective function,
the L.P.Model for determination of optimum transportation
quantity is shown in the following.

(I). Nitrogen(N)

Min(transportation cost)= CI IX .. 0

+C21
" .... 39.1 .139 ' "

IKII
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subject to;

XliN x + + N1 3  . N- ..
( 1.1 1.21.131

4~.14.2 + +X2.139 < 2) Supply

12.2 2 Constraints

+ Ni

12~ 42 .J + rN 139)t

12. .212-39 123

xN. +4. + 012 +1 1 1 (64~ N XXN3 N~O
42+ PC 2 0+ + 12. D20 Demand

* 8

1.13 Y 12.2 2.3 12

P0 (P0P 2

Mixtanpotaio cot) C X* 2+ C X 5

1.2 ~ il 1.2 15* x2 0  2.6

425

C1213 X1-139

subject tos

'P< 0 P 4

+ / +s P205



( p2 5  + 22o5  +° 2o5  2 5

k .139 + 2.39 "'" + X12 .139= D139
P 0
X 5 > 0 (i=1,2,....,12, j=1,2,...,139)..(7)'

(3). Potash(K20)

K20 K20
Min(transportation cost)= C. 1 Xl2 + C1 2 X 2 +

C X 2o ...(41,,
12.130 12.139

subject to:

XK 20 +XK 20 +g*+XK 20 SK $20

201(20 1(20 ( S1(201.1+ . 1.139  1
K20 K,20 K20 < K20

X2 .1  + X 2  + *. + X2.139 S2

K20 K2 K20 < K2
X121 + X20 + ... + Xl2 1  =S 1 2012 .1 12.2 1.3 1

ll + X2"1  +""+X 1 2 " = D1

0  K20 K 201(0 + 12 + X D -

1.139 + X2139 +X 12 .139  139

K20

x 2 0 (i=1,2,...,12, j=1,2,...139)..(7)"

3.3.Evaluation of the Model(to be compared to the 1975)

If we compare the supposed deduction effectiveness by
economic transpor'tation L.P. model with record of 1975, we
can expect shortening of transportation distance per ton and
deduction effectiveness of transportation cost per ton.

3.3.1. Effects of Shortening Transportation Distance per '/T
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3.3.1.1. Yearly TransportationMethods

By methods current postRert
Yearlysystem systena K

Railway 272.4 165.3 107.1 39.3
Public road 32.7 23.6 9.1 27.8
Coast marine 398.5 242.0 156.5 39.3
Average 1.6 93.8 61.8T39.7

(1). The average shortened transportation distance
is 61.8 Km/Ton.(about 39.7% of the current dis-
tance)

(2). The shortened railway is 107.1 Km/Ton.(about 39.3
% of the current distance)

(3). The shortened public road is 9.1 Km~/Ton.(about
27.8% of the current distance, the effects on
shorened distance between the warehouse are ex-

Rpected to be g tanpotaio dstnc
(4.The shortened coast mrn rnpraindsac

*is 156.5 Km/Ton.(about 39.7'% of the current dis-
tance)

.3.1.2. Consumption, Transportation Methods

by consumption Railway Public road Coastg
_________Marine Avrg

Seoul, Gyeounggi 116.6 20.5 - 65.4
Gangwon 173.7 38.5 316-.8 108.6
Chungbuk 164.3 17.8 - 86.0
Chungnam 160.0 20.9 - 88.1
Chunbuk 242.3 19.3 - 127.5
Chunnan 217.8 23,3 255.2 119.9iGyeoungbuk 141.5 19.2 171.3 8o.6
Gyeoungnan 86.8 31,6 103,7 56.1
Jaeju - 44.8 269. 157.2

Average 165.3 23.6 242.0 93.8

6 We know that railway transportation distance of
Cangwon-Province Is short to other area, hut transpor-
tation distance of public road is long. We can know
this iAs the reason why transportation destination is
the mountain area of geographic condition.

3.3.2. Effects Savinp Transportation Cost per Ton

(t). The optimum transpcrtation costkron Is P ,250.1 - -
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Quantity Amount Unit Cosi
Classification (M/T) (Won) (Won) Effects

HypothesiJOptimum 1,940,710 4,366,899,080 2,250.16 2,423,000,000Current 1,940,710 6,790,544,000 3,499.00

Rurrent 2,303,000 8,056,000,000 3,499.00
ROptimum 2,303,000 5,181,000,000 2,250.16 2,875,000,000

Won. An annual saving transportation cost is expect-
ed at 2,423,000,000 Won(about 35.7" of the total
transportation cost) based on the yearly total con-
sumption is 1,941,710 M/T.

(2). An annual saving transportation cost is expected
at 2,875,000,000 Won based on the 1975 which the
total transportation size is 2,303,000 M/T.

We should classified to type for fertilizer, area, ware-
house by need for deduction of transportation cost as above
and we should deduce transportation cost to the respective
transportation methods with consideration of special situ-
ation of transportation methods also or should harmonize it.

So we can consider the following deduction methods of
transportation cost per ton.

First, we survey and estimate supply and demand of fer-
tilizer to the respective area and after considering trans-
portation capacity, we should select the optimal transpor-
tation network,,

Second, we take premise for demand sufficiency to the
respective transportation methods but we should peak demand
point and selection of transportation methods should be
taken after examination of profit and cost.

Third, we harmonise terminal to the respective transpor-
tation methods and modernize it. And we let it be conven-
ient for freight working and custody.

Fourth, we construct circulation warehouse in the stra-
tegic site where is the concentrative demand area and should
keep harmonization of transportation and custody

3.3.3. Geographical Assignment for Transportation of
Fertilizer

3.3.3.1. Railway

See Fig. 6.

3.3.3.2. Public road

See Fig. 7.
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3-3.3.3. Coast marine transportation

See Fig. 8.

4.SUGGESTION FOR IMPROVEMENT OF THE TRANSPORTATION SYSTEM

2
4.1. Suggestion for Development of a Total System for

Pertilizer

4.1.1. Process of the Model Analysis

System establishment of total supply and demand of fer-
tilizer is approached by the four steps of analysis of the
existing system, design a new system, evaluation of alterna-
tive system and final evaluation and we propose the basic
direction of total management system which will progress as
we analyze and examine the following matters on the basis
of approached process to the respective steps.

(1). Study of the existing system
We collect the whole materials about fertilizer

supply and demand for understanding the existing
supply and demand management system of fertilizer
in this step and enforce working process analysis
through every kinds of surveys. As we establish
the introductive frame of system to be fixed with
basis of such a analysis, we should visualize sub-
system for design a new system. Especially, dis-
tribution information to the existing transpor-
tation system should be understood in the establish-
ing step of sub-system and at the same time, the
other main establishment points of sub-system
should be understood.

(2). Design a new system
We should confirm every kind-, of survey matters

which had been analyzed and examined in the first
step with management indications of National
Agricultural Cooperative Federation through infor-
mation system at the same time and synthetic and
systematic survey and analysis should be preceded
to distribution and location of the respective area
warehouse, capacity of transportation methods,
transportation path of the existing respective
transportation methods and various estimated ma-

---------------------------------- -- -- - - --- -

2. For a Total Systems concept defined see, E.R.Dickey and
N.L.Senesieb, "The Total System Concept", draft of entry for
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terials for the reasonable study of the supply and
demand forecast and stock of fertilizer, production
plan and distribution system.

(3). Evaluation of Alternative System
Effective analysis should be achieved by system

simulation which examines effectiveness, cost and
items to new system.

(4). Final Evaluation
Main points as system enforcement to this will

be made after we select the main alternative con-
tents of alternative system.(See Fig. 9)

4.t.2. A New System of Total Distribution Model

New total distribution system of fertilizer is performed
by report, co-ordination and information through the con-
nective function of the respective information and transpor-
tation system as shown in Fig. 10.

4.2. Model for the Production and Demand Forecast by Kinds

of Fertilizer

Model needed for production and demand forecast to the
respective kind of fertilizer is Assignment Linear Programm-
ing Model to the respective elements and kinds of fertilizer

to minimize the farmer delivery price which is constraints

and objective function of the respective production by kinds
and demand by elements of fertilizer. The composition is
as follows.

1iZC 2 3 n X
Min Z= Cla.l C X2 + 33 00 + Cn (8)

ael+ a2 2 C&3X3+ anon
(Caj.: Farmer Delivery Price + (Factory Price +

the Encyclopedia for Management, Reinfold Publishing Corp.
"---Total System Concepts An approach to information systems
design that conceives the business enterprise as an entity
composed of interdependent systems and substems, which,
with the use of automatic data processing systems, attempts
to provide timely and accurate management information which
will permit optimum management decision making.---"
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Average Transportation Cost)

Xij" Supply to j th Demand Areas from i th Supply
Areas(by kinds of fertilizer)

subject to

,RD at X + R a2 y +la 3 X + .. + RD .nX Dn
Nh I 'N.2X2 +RN.3 3 N.n n N,

Sa+ snDa 2  x+SDa3 X+ +SD an Xn=D n
0 1 P0 2 2 P0O3 3 ~ 0P. nPe2 5* 25 205 n 2 25 *)

kT P 1 x + 2 .2 x 2  + TD S3  X +T n X ..X

K(20.'l1 K ' 02 120.3 3 K 2  .n nD .( x
X2 1 2X3  S ..(10)-<s3 s1 '

n -sn

x 0 (=1,2,..-,139)

R N -  N2(Nitrogen) ...'19NNj j = -

S-nn X. .o o Demand
7205 1 or2s) Constraint-

XK. 2 K2 O.J (Potash)

iKJ0",-- Si.19

n N (Nitrogen)

< i=I,2,...,),

iOjXi.N *A .lji._ + Z~.. K 0 :in(Z) (8)' *

(Objective Function)

.I (i=1,2,...,12, j=l,2,...,139)

1. Constraint

2 0.



4.3. Expansion of the Model for Total Transportation System

Application of particular model of Linear Programming
which is called to transportation L.P. model for establish-
ing the total supply and demand management system by current
of the optimal transportation of fertilizer for supply and
consumption area.

That is to say, alternative variables to be considered
from this study was Xij be the supply to j th demand areas

from i th supply areas, Cij be average transportation cost

to j th demand areas from I th supply areas(Factory price +
Average transportation cost), Si. be supply capacity in I th

supply areas and D.j be demand capacity in j th demand areas

, and so the soluation of transportation L.P. model is

and the model which should be applied hereafter as a modelof fertilizer transportatioin to this develops it more and
when consider Ai.SSi. be stock capability constraints I th

supply area, A. DS. be stock capacity j th demand area,

T..X.. be transportation capacity to j th demand area fromj z
i th supply area, C. be cost required stock i th supply

area, C. be stock cost j th demand area, SSi.t l be former

year sLock of i th supply area, DS.i - be former year

stock of j th demand area and TC. be transportation capacity

to j th demand area, the above soluation will be

3Xij + Ai.SSio Si. (+ SSi.t. )
, Xi + DS.j D.j + DS.j - .(6

: . t Tiji TCj > Dj•.()

and minimize
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Progress type of fertilizer transportation model
considering such transportation capacity and custody capaci-
ty from th'; progress direction of future fertiliger transpor-
tation model as the above is adjusted as follows.

Min(Z) = 2:2 cJX C.jDS, + i Ci essio .(9)
'L 0ixI i JJ jz

subject to

1 + X 1. + + x+ + A SS

X2. I *X2.2 +.. + X.n + 2, 2. . S2 .,

X + + . +X 1  +A. . -- D.

x1.2 + X2.2 + + XM,2 + A'21S*2  D.2  -"(16)'
I I I I Is

XIon + X2n + + Xmn + A.n n D.n

T1.2 x1.2 + T2 . 2 X2.2 +  '"+ TMm.2X.(TC'
2  ... (1)'

IsI
Tn n + T2.X2n+ e + T X < TCn

i~n~l~ n 2,nmon mor n-

Xij + AiSS < S. (+ SS. 1) Supply Constraints

x i j  + A~j~j = Di. (+ DS. j t-i) Demand Constraints .. (15"-17")

And the established transportation L.P. model must en-

large the applied scope more and is more reasonable than
any others, and the continual simulation to systemize the

3. The resulting model defines the so-called generalizedr ,transportation problem.
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total supply and demand management should be kept pace with
and the following matters should be considered on the estab-
lished process of the future fertilizer supply and demand

First, we considered the transportation cost including

the incidental cost only as transportation cost between
original and destination, but will include the productive
cost price in the future study procedure and it is more
reasonable and proper to make all the costs to the final
destination for cost between original and destination.

Second, we must consider supply and demand quantities of
original and destination and should establish the supply
and demand quantities with all the warehouse construction
plans and production planning to the respective area in the
future.

Third, the optimal transportation plan should be made
rather respective monthly and quarterly than yearly for low
custody cost and reflecting the seasonal character of fer-
tilizer transportation.

Fourth, transportation quantity coordinate in the trans-
portation burden capacity scope is right if it is limitation

to the transportation capacity between special original and
destination. That is to say,' transportation L.P.model can
establish the most reasonable transportation distribution
system to the transportation methods when the transportation
demand between defined original and destination exceeds to
transportation capability of the most profitable transpor-
tation methods.

Fifth, it is profit to divide the establishment of the
final consumption area as possible as indetail on the total
supply and demand management planning establishment of fer-
tilizer. If the existing respective City and Kun classifi-
cation divides into the respective unit warehouse, we can
raise the transportation cost deduction effectiveness.

Sixth, as the existing transportation cost pool system
is practicing with shortage of the realistic evident and
scientific survey to the transportation record and total
transportation amount which is the accounting basis of trans-
portation cost freight unit price, the fertilizer transpor-
tation cost is possible to be increased at large and the
budget is apt to be wasted. On the other hand, the freight
unit price calculation of the transportation cost by trans-
portation L.P. mode] (1) let the respective area's freight
currency be the optimum (2) can calculate the minimum value
or the optimum value of fertilizer transportation cost unit
price per ton as to get the minimum value or the best proper
value of the total transportation cost amount at the same
time (3) if the transportation L.P. model is made, the re-
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t

vision of alternative variables at any time is easy when
the alterations of transportation cost unit price between
original and destination and supply-demand quantities and
we can get the soluation of the economical transportation
network and total amount of the minimum transportation cost
correctly and fastly.

Seventh, we need to form fertilizer supply and demand ,one
to the respective factory and fertilizer elements for policy
decision of warehouse facility enlargement in the optimal
transportation system of fertilizer and economic transpor-
tation model conception and we must fix the O.R. model for
location selection of warehouse. Location decision of
warehouse dissolves not only bottle-neck of circulation
path but also we should establish warehouse where we can
keep and send to distribute the freight with minimum cost
in the fastest time. And this forms a few sub-zone again
from the warehouse enlargement to the respective supply and
demand zone and we can define it as follows as a model to
select the location at the proper district in the area.Let W be the total cost of warehouse construction at jx

4 site, U be the unit transportation cost from factory

f to warehouse construction site jx, Xf ix be the total

transportation cost from factory f to warehouse construction

site, U be the unit transportation cost from warehouse

construction site jx to demand area J, X. .be the ware-

house construction cost in warehouse construction site j,
f be location of factory(of fertilizer), j be demand area
of fertilizer and jx be warehouse construction site of theseveral demand areas, then the O.R.model is given as follows.

MinW xf,jx jxjjx,j Cjx .(20)

And the circulation management to the respective ware-
house by transportation cost minimization function model
will get rid of inconvenience by distributing and sending
the freight on the basis of the traditional administrative
area unit.
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Table t. Supply and Consumption Areas

Consumption Areas
Supply Areas City-Province City, Kun

Choongju Fert. Seoul 1
Honam Fert. Busan I

Local Youngnam Fert. Gyeounggi 18
Supplies Jinhae Fert, Gangwon 15

Kyounggi Fert. Chungbuk 10
Poongnong Fert. Chungnam 15
Busan Chunbuk 13
Yeosu Chunnam 22

Import okoGyeoungbuk 23
Ports Mkpsa Gyeoungnam 19

ChanghangJau2
Incheon

Total 12 Areas 139 Areas

Note: Except for Onajin-Kun, Gyeounggi-Province,
Ulreung- Kun . Gyeoungbuk-Province.

Table 2. Yearly Production (Unit: 1,OOON/T)

Elements Nitrogen Phosphorus Potash Total

Yearly Q.t % Q.ty q.ty % Qty %

169 367 65.3 14,6 26.0 49 8.7 562 100.0
1970 401 68.1 140 23.8 48 8.1 589 100.0
1971 4o8 67.5 146 24.2 50 8.3 6o4 100.0
1972 418 65.7 163 25.6 55 8.7 636 100.0
1973 447 65.7 160 23.6 73 10.7 681 100.0

1974 514 68.2 166 22.0 74 9.8 754 100.0
1975 583 66.6 196 22.4 97 11.0 8376 100.0
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Yab e a3Conumpi1  by Kinds of Fertilizer Unit: 1000M/T

Kns Ya191 1972 193 17 197.5

Am. Sul. 8 1 - 25 74
Ura519 559 52 74 767

Cal. Cyan. 18 23 19 4 -

TrpeSup. Thee. 24 20 12 179 193
FueThos. 149 190 350 141 129
Po.Chlo, 42 51 96 t24 152

CmlxFertilize 542 580 705 601 570
Pot. Sul. 7 4 5 3 1
Others - - - - 55

Total 11,509 1 ,428_ 1,759 11,781 11,941

Table 4. Yearly Consumption Units 1000M/T

Year 1969 1970 1971 1972 1973 1974 1975

Inceas 1,194 1,213 1,310 1,429 1,776 1,781 1,941

Rate(%) - 1.6 -8.0 9.1 124.3 1 0.3 1 9.0j

Table 5. Supply and Demand by Consumption Area
______ _________(in 1975) Units M/T

Elment Nitrogen(N) 24ophr 9 otash(K2 0)f oa

Area Q'ty % q'ty % Q'ty %q'ty

Seoul 5,181 59.3 2,350 26.9 1,1204 13.8 8,735 100.0
Busan 1,453 6.58 249307 13.1 2,342 100.0
Cyeounggi 117,579 55.4 61934 292 32,720 15.4 212,232 1000
Gangwon 59,676 55.2 32,231 29.8 16,306 15.0 108,233 10.0.. I
Chungbuk 7,3 510 42,577 30.4 26,017 18.6 139,927 100.0
Chungnan 130,929 52.3 77,712 31.0 41,753 16.7 250,394 100.0
Chunbuk 126,988 53.4 71,478 30.0 39,493 16.6 237,959 100.0
Chunnam 186,248 -54.6 103,696 30.4 51,069 15.0 341,013 100.0
Gyeoungba 184,183 54,9 95,360 28.4 56,076 16.7 335,619 100.0
Gyeounga 149,577 58.5 68,065 27.0 34.,82 13.7 252,224 100.0
IJaeju 2792 54.0 114,474 27.9 9,383 181 5,4 10.

Total 1,061,158 55.7. 1570,459 30.0 308,910 16.211,940,527 10.

Source; National Agricultural Cooperative Federation
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735 B~Y M/TT

.394AN GYEOUNGBUK

2 52,24 M ,4 /

1~~5,2 5184 2/ O ,427 M/T

Fig. 1. Geographical Compexsion of Supply and
Demand by Elements of Fertilizer (in 1975)

Table 6. Yearly Transportation(M/T) Unitt 1000 Mft

Year Railway Public Road Coast Marine Total

M/T % M4/T % M/T % M/T %__

1969 1,194 35.9 1,873 56.3 2.58 7.8 3,325 100.0
1970 1,051 34.4 1,815 .59-5 185 6.1 3v051 100.0
1971 1,135 34.1 2,029 61.0 162 4.9 3,326 100.0
1972 1,259 39.6 1,847 58.1 75 2.3 3,181 100.0
1973 1,534 38.5 2,332 58.5 117 3.0 3,983 100.0
1974 1,878 44.5 2,242 .53.1 105 2.4 4,224 100.0
1975 2,166 46.9 2,322 50.2 133 2.9 4,621 100.0
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Table 7. Yearly Transportation (H T-Km) Unit: I,0onO'/T-Xin

Year Railwa Public Road Coast Marine Total

____ M/T-Km 5% M/t-Km % / - 05 ilf~t-Kn

1969 330,198 71.5 46,825 10.1 84,743 18.4 461,766 100.0
1970 312,293 74.6 45,375 10.8 60,829 14.6 418,497 100.0
1971 344,399 74.2 66,417 14.3 53,4150 11. 4 464,266 100.0
1972 346,544 78.2 66,420 15.0 30,241 6.8 443,205 100.0
1973 419,563 79.6 60,64 11.5 46,796 8.9 526,823 100.0
1974 524,915 81.6 76,315 11.9 42,091 6.5 643,321 100.0
1975 590,000 82.1 76,000 10.6 53,000 7.3 719,000 100.0

Table 8. Caculative applied cost for fertilizer transportation
unit price to respective transportation methois

Methods Freight Charge Incidental Cost Renark

Thisic F'reiht Loading and Unload- Except for
Rail- Charge, Vacant in; Charge, Damaged Custody
way Vehicle Return Charge, Packing Charge, Re-

Charge Charge, Inspection moval 'har,'!
Charge, Dispatch
(:harj*.u to f-:ctory _

"asic Freitht Incidental Cost of Except 'or
Public- Charge Railway is app!iod Custody C.ar.Le,
road Re"ova] C,;,'-,

in amd Out . -
house Char u and
G3pecial Discount
Charge

basic Freight Loadingy and Unlo- "Charge inC Charge (Fertilizer is
Coastaccounted by 10

Coast di__________

E-arine A icu'
Increase c.age

12000 Cost, Coast frine i ( ./1500 r blic Road

,(w .-), 0'2o3o4 J5'O tO :09gg[

Comparsion of Transportation Distance-Fig, 3, Cost by Methods of Fertilizer(Per N./Z)
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Table 9. Comparsion of Transportation Cost

Per M/T-Km by Methods(by Items) Unit: Won par M/T

Railway Public Road Coast Marine

Amount % Amount Amount %
Total Cost 2,303.03 100.0 2,291.32 100.0 2,348.72 100.0

Freight Charge 1,834.80 79.7 1,860.83 81.2 1,171.72 49.9

Basic 1,668.00 72.4 1,860.83 81.2 1,171.72 49.9
Others 166.80 7.3 - - - -

Incidental Cost 468.23 20.3 430.49 18.8 1,177.00 50.1
Loading 137.83 6.0 137.83 6.0 371.25 15.8
Unloading 125.29 e.4 125.29 5.5 371.25 15.8
Damaged & 162.36 7.1 162.36 7.1 434.50 18.5
Packing
Inspection 5.01 0.2 5.01 0.2 - -
Others 37.74 1.6 1-.

Notel

SRailway IMotor Vehic Vessel!

% WarehousesMoto
F I

1 Farmer

Fig. 4. Patterns of Transportation Path by Methods
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'.able 12. Supply Capacity by Supply Areas
Unit: 1000 11/1'

Area %,enwt :'it.x'ogon(N) hos por~s(P 2 0r) Pota, 1(120)

SupplSuppl) 0 Supply KO Supply

K'epq ts N t ppoln( ) Ph p ho ( 0 Zupply n - _____)

Area ___ apacity 3 1 Capacity S ' Capacity_

Choongju |  S1  310,252 S1
2
05 S -II

iHonam 21 S2 133,648 S 2 - 2 -

Younmiam , N S .25 16,1 S1.31 3 707,513 161,712 95,974
P05 K,0

J.iha. :34 N 183,764 It 127,151 si 73,954
NPOf. K2 0

Gyeongg!i S5  S - S 5' -' 4,62t $5 -
P2

O -  1(0

Poongnong 36  S- $625 135,924 S -
______ 6 ~6 6____ 6__

N 1,O 5 K20

5 -73 5 72,275 S7  91,386'ua 7 7S7

S - 205 K,,O
Yeosu 38 Sg 31,238 S8 " 15,413

C,2). K?0
Mokpo S S G 14,648 S 50,605

9  9 9 9

Kunsan So 6,667 S 2 6,075 S 36,066

Chaitozi to to 14300 8,
PK00K 0

aIi 1 N- S 25 20,121 S 17,177Changhang 11 11 I1o1

N 1,0 P20 5  K738 S2 5,800
Incheon 312 S12 112 4

P 0 AK 0
Total s  1,356,151 2S2 5 761,093 S 439,175

-2i4i
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Table 13. Consumption by Elements, Demand kreas

for Fertilizer Unit: 1000 M/T

Elements Nitrogen Phosous Potash

Dem&nd \ N 25 K2 t
Areas D D N I'ty D 5'ty Dj 2 'ty

N205 
K20

Seoul DI  D DI  I

N P205 K20

Incheon D2  D2 D2 D2

N D05 DK20
Yangju-Kun D3 D3  D D

P 0N25 K20Yeoju-Kun 14 1)4 14 1)4

Pyeoungtak-Kun D N D
5 5 5 5

F205 K20

Bukjaeju-Kun DI38 DN 8 D3
1  N P2 05 20

~ N 25 D

Namjaeju-Kun D39 DI9 D39D9

Total Dn n

n n 1n
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AN ALTERNATIVE ZERO-ONE OPTIMIZATION MODEL FOR THE LOCA-
TION OF FIRE STATIONS

D. VAN OUDHEUSDEN and F. PLASTRIA

Centrum voor Statistiek en Operationeel
Onderzoek
Vrije Universiteit Brussel
Pleinlaan 2, Brussels, Belgium

ABSTRACT. The most important feature of locating fire sta-
tions is the possibility of reaching every point in a given
area within a fixed time. As a completely sure location
pattern cannot be realised in ou- traffic congested cities,
we propose a model in which, given the number of fire sta-
tions, the probab'lity of reaching any point within the sta-
tutory time is maximized. If necessary, this probability
can be increased for certain zones of the city. The model
takes into account that at least two fire stations will send
fire engines to the plac,. of disaster. Two implicit enume-
ration algorithms are proposed for the resolution of the
optimization model. Some computation results, showing the
feasability of the procedure, are given.
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1. INTRODUCTION

In a recent study J.N.M. van Loon and J.A.M. Schreuder
[ I treat the location of fire stations in the city of Rot-
terdam, Holland. The study is certainly one of the most
realistic ever made and reviews the specific requirements
encountered in this particular field. It makes clear that,
for the location purposes, it is most important to be sure
to be in a position to reach any point in the urban area
within a fixed time (6 or 8 min.). As a matter of fact,
fire extinction is only possible before the self enlighte-
ning temperature of the materials has been reached and is
therefore often a question of minutes.

J.N.M. van Loon and J.A.M. Schreuder convert the problem
of determining the minimum number and location of fire sta-
tions into a set covering problem. First of all, they se-
lect, according to well defined rules, a finite set S of
sites in which fire stations can be located. They then
calculate all average travel times d(st..) for a fire
engine going from s. E S to t.., the poin in the urban dis-
trict T. least accessible froP s.. With these values
d(s.,t.), the formulation of the set covering problem is
quiie tjobvious. One has to select a minimal set R C S of
fire stations so that every T. is "covered" within the sta-
tutory time: for every T. a fire station sk E R must exist
such that d(s,,tk.) 4 6 

3min. k

J.N.M. vanLooA and J.A.M. Schreuder require a "double
covering", instead of a single one, as usually at least two
fire stations will send fire engines to the place of disas-
ter. The reason for alerting at least two fire stations is
the fear of being blocked by the traffic, this -is not unli-
kely for example during rush hours. It is this important
aspect which suggests a probabilistic approach. N

Therefore we consider probabilities P(s.,t..) p.. of
arriving within the statutory time insteadiof the tilvel
times d(s.,t..). We then construct a location model that,
given the' nIMber of fire stations, minimizes the probabili-
ty v that no fire engine will arrive within the necessary
time in the least accessible district.

minv (I)

9 (l-Pijy i ). k v Vj (2)

Iy p  
(3)

t

iAi

*"t.;4,/.-'



y. is equal to I if a fire station is established in s. and
equal to 0 otherwise. p is the fixed number of fire siations.

One can note that in the model, every fire station having
a non-zero probability of reaching the considered district
T. in time, is supposed to be alerted. In practise, the num-
bar of fire stations with a non-zero probability will very
often be only two or three.

It is easy to show that (1) - (4) is equivalent to the
following linear optimization model:

min (ln v) (5)

Yi ln (I-Pij) 4 ln v Yj (6)

Yi = p (7)
11

Yi E B Vi (8)

It is the resolution of this optimization model that the pa-
per deals with.
It may be important to note that
- It is possible to require a lower probability of not ar-

riving in time for certain districts. In that case the
corresponding p. -values have to be multiplied by an ap-
propriate factor.

- The p.. values can vary considerably during each 24 hour
perioN The model can first be solved for the smallest
pi values (for example those corresponding to rush hours)
an with the location obtained in this way one can subse-
quently examine whether some of the fire stations can be
closed during calmer periods.

2. MATHEMATICAL NOTATIONS AND SOME RESULTS

Name I a finite set with cardinal number n and g: I - R a
real valued function defined on I, we will write I g for
E.EI g(i) and min g for min {g(i) iEIl}. If J is a subset

I we will use E. g and minj g instead of the rather cum-
bersome notation gIj for the restriction of g to J.

The problem concerned can now, easily be stated as follows:
Given the set of functions f : I-* R (kEK), find J*C I

such that

min K~ Z fk = max~minKZJfk JCI and IJI=p} (9)

Without loss of generality we may suppose all functions
f to be positively valued, since by adding a constant c to
all functions f (keK) we find a new problem of type (9)

k"
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which generates the same optimal solution J and adds pc to
the optimal value of the objective function.

It is also clear that if some function fk dominates other
functions f e i.e. fk(i) fe(i) for all i I, then , if we
consider problem (9) with the function f left out, we still
obtain the same optimal solution J* and keep the same opti-
mal value for the objective function.

Since we want to construct branch and bound algorithms,
we have to be able to determine an upper bound for the solu-

tion to the reduced problem. A reduced problem is obtained
from the original problem by selecting some elements of I,
refusing others, and leaving all others free.

Allowing J0 to be the set of refused elements of I, JI the
set of selected elements of I, and J2 the set of free ele-
ments of I, and J the set of free elements 6f I. The re-
duced problem is inding:

a(J 0 ,J i ) max{minKEJjlfk I JCJ2 and IJI-p-s} (10)

where s stands for the cardinal number of J1.
If we want this reduced problem to have any sense, we must

have s = Jil < p and t - Iol < n-p.

For each E K we can split J2 in two subsets J and J
such that I sl J2 k k

kl p-s and
N.

Sk = min + fk > max fk N k*
J J

Then call MkN + f and M(J minK M.
Mk ~ k=Ur J + k M 0 J1

T~e values S, s. and M, are well defined, even if the sets

J andJk are no in thi special case whereS sk . .
It is easy to show that M(J ,J ) > a(J0,J17 and so it is

an upper bound for the problem0(10). 0
The efficiency of a branch and bound algorithm can be im-

proved by the use of penalties [ 21, 13]. These are amounts

calculated for each element of J2 (free element of I) which

indicate at least how much the upper bound of (10) will de-

crease by adding the free element to J (refusing down

penalty) or to JI (selecting + up penalty).
For each i E J2 call

k f 0  if fk(i) Skl

' MCJ0,JI) -Mk + fk(i) - sk if k(i) > k
II

r ,.

i i i -" . i / I - -I I 4 '--4 1 1



5

ad k 0 if fk(i) > skqi {M(J 0 ,J M fk (12)

Thenk k -f() + sk if fk(i) < k
The 1. p k k'

Tn P= maxKPi and P. maxKqi represent such penalties.

It is indeed easy to show that

M(JoU(i},Jl) '< :(jo,Jl) - p? (13)01

and
M(J0,J U{i}) * M(J0,JI) - P! (14)

3. ALGORITHMS

We have developed two algorithms for solving problem (9).
The first one is a simple lexicographic implicit enumeration
technique based on the upper bound found above. The second
one makes use of the penalties defined above.

3.1. Algorithm 1:

To improve the efficiency of a lexicographic enumeration
technique it is important to have an a priori idea of the
elements of I which probably will be chosen, and base the
order in which the elements of I will be fixed on this pro-

bability. For each element i of I we consider the values
fk (i ) (kEK). If th2 mean value m. of the fk(i) is high,
and the variation s. of these values is low, the element i
of I has a good chance of being chosen. So the values m.Is.
can be viewed as a measure of the probability of i to be cho-
sen.

Thus the algorithm starts by ordering the elements of I
in function of decreasing values of m./s.. Choosing the

11
first p elements of I according to this order gives a first
solution to the problem (9), which can be viewed as a heuris-
tic solution giving, in other algorithms, a starting value
for the objective function.
The algorithm now is as follows.
(1) The order of I and initial values.
Arrange I according to decreasing values of m./s , calculate
the heuristic solution, i.e. J, gets the p first elements of
I, Z the value of the objective function, J0 

= 0, J2 = I\J1V
Go to (4).
(2) Forward step.

Add the first free element of I to J,; if there are no fur-
ther free elements (J2=M) go to (4).
If J now has p elements, calculate the value of the objec-
tive function for this solution and compare with the current

,", ' .
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best solution. Go to (4).
(3) Test.
Calculate M(J09JI). If M(J0 ,Jl) > Z go to (2).

(4) Backward step.
If the last fixed element belongs to J1, transfer this to J
and go to (2). If not, free this element andgo to (4). 1?
there are no more fixed elements the algorithm terminates.

3.2. Algorithm 2:

This algorithm uses the penalties as defined above for
lowering the upper bound of the reduced problem, and helping
to choose the free element of I the value of which has to be
fixed in a forward step. We also introduce conditional tests
which can greatly reduce the dimension of the solution tree.
In the following algorithm J represents the current best so-
lution, And Z the current best value for the objective func-
tion.
(I) Initial values.
Jo =0, J = J2 = I, Z - 0 (or the value found with any
heuristic) 0 (or the solution found with this heuristic).

Cl (2) Resolution test.
a) ITf n-p, set J J -J2, go to c)
b) If JJ1 p go to
c) Calculate a = minKZJ fk

If a ) Z, set Z -a and J J
In any case go to (7).~(3) First optimlity test.

~~Find M(Jo,Jl). if M(J0,Jl) < Z go to (7). .

(4) Second optimality test.
For each i E J-find vi - M(J0,JI - min(Pi,Pi). If any
v. < z go to (7).

(5) Conditional optimality test.

For each i E J find w. v. - IPi-Pil
2lvIf w. < Z and I

a) P > P and

- If IJil < p, set J U i)

- If li| p, go to (7).

b) P P. and

- If IJ. < n - p, set Jo 0 Jn0Li}

- If l J - p, go 2 (J). 2

-l 11P
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If in this step at least one element i has been fixed, go to
(2).
(6) Choice.
FindTa7 J with maximum difference between0up ayd down
penalty. Sei J 2 JjN{jl and J. W J.U{j} if P. > P., or

J = JoLJj) if P P!. Go to (2).

(7) Backtracking.

Find the last element j which has been fixed in step (6).
If no such element can be found the algorithm terminates.Otherwise transfer this j from Jo to JI or from J! to Jo

whichever is correct and stop considering j as fixed at
step (6). Cancel in 30 and J and transfer to J all elements
fixed in steps (5) and (7), alter the fixing of j in step
(6). Go to (2).

4. COMPUTATIONAL EXPERIENCE

Both algorithms (ALl and AL2) were programmed iii the
code FORTRAN IV ext. and processed on a CDC 6500. The
coefficients fk(i) are randomly generated integers between
O and 100. As we consider calculation times too dependent
on programmer and machine, there was not much attention gi-
ven to finding average times for different problem sizes.

Table I gives an idea of the results for [Kj =5 and
111 30.

Table I

p ALl (20 probl.) AL2 (5 probl.)

min avg max min avg max

3 .319 .507 .751 .326 .341 .366
4 1.122 2.025 3.099 .441 .497 .629
5 2.816 6.941 12.875 .434 1.174 2.486

The above table clearly indicates the superiority of AL2
although no heuristic preceded it. Both algorithms will
surely profit by introducing a heuristic solution before
proceeding.

More attention was given to the evolution of the calcu-
latioq times with changing IKI - m, III - n, p, always kee-
ping both other parameters constant.

Table 2 gives the calculation times found when n = 20
and p = 5 for m varying from 5 up to 35. These results

lshow that, as expected, the upper bound used in both algo-
rithms gets less efficient as m increases. Obviously the
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increase of the number of districts to get more precise proba-
bilities, is feasible.

Table 3 shows the evolution for n varying from 10 to 100,
with m - 3 and p - 5. It is clear from this table that the
number of possible locations may be drastically increased.

Table 4 gives an idea of the calculation times for changing
p. As p increases to n/2, calculation times increase enormous-
ly. The same happens when p decreases from n to n/2 which was
to be expected.

It can therefore be concluded from these results that pro-
blems of small to medium sizes can be solved by AL2. Most re-
stricted of all is the number of fire stations to be located.
As in reality this number is rather small (not more than 10
in [ 11), the proposed optimization model and algorithm may be
useful for real problems of fire station location.

Table 2 Table 3
n 20 p=5 m - 3 p - 5
m AL AL2 n AL AL
5 1.910 .910 10 .034
7 1.765 .732 13 .101 .043
9 >2 1.259 16 .342 .088

11 - 1.667 19 .523 .132
13 - 1.801 22 1.372 .248
15 - 1.949 25 1.329 .195
17 - 4.095 28 1.051 .250
19 - 3.353 31 4.537 .257
21 - 4.229 34 8.886 .762
23 - 6.481 37 >8 .264
25 - 7.559 40 - .557
27 - 4.843 43 - 1.157
29 - 7.164 46 - .547
31 - 9.449 49 - .890
33 - 9.539 52 - .774
35 - 14.900 55 - .776

58 - 1.441
Table 4 61 - .982

m- 5 n 40 64 - .867
p ALl AL2 67 - 1.492
f .237 .499 70 - 1.36t
3 1.201 .746 .73 - 1.322
4 5.763 1.116 76 - 1.363
5 32.403 5.302 79 - 1.647
6 >30 9.838 82 - 1.109
7 - 32.802 85 - 1.407
8 - 58.026 88 - 1.691
9 - >100 91 - 1.623

94 - 2.043
97 - 4.736

100 - 15.007

m2-m,

IV
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Table 4 (continued)

m 10 n 20 m -0 n 30

p ALl AL2 p ALl AL2

.131 .208 2 .307 .569
3 .456 .339 3 1.160 .718
4 1.438 .961 4 3.847 1.207
5 3.719 1.572 5 >4 4.794
6 >4 1.698 6 - 7.705
7 - 2.141 7 - 17.946
8 - 2.216 8 - 18.977
9 - 1.772 9 - 33.398

10 - 1.301
11 - 1.119
12 4.709 .522 22 - 5.265
13 2.174 .413 23 - 2.207
14 1.102 .345 24 21.712 .906
15 .708 .305 25 - .731
16 .473 .303 26 - .687
17 .318 .313 27 - .720
18 .239 .335 28 - .743
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USING THE TRANSPORTATION METHOD TO ALLOCATE COMBAT
AIRCRAFT SORTIES IN A HOSTILE FNVIRONMENT

BRUCE C. ELWELL, MAJOR, USAF

6168ABS/LG, 8th Tactical ighter Wing (Taegu)
APO San Francisco 96213

ABSTRACT. The problem of determining the optimal day to
day combat sortie allocations in the tactical air, air
interdiction, and close air support mission roles is
extremely complex and difficult. Basically the problem is
one of allocating existing forces to required targets in the
best possible manner (lowest total "cost" Factors such as
the overall objectives, the capabilities of each side, and
the operational environment must be considered. Likewise
the elements of target selection, sortie availability,
desired effects, and overall costs must be entertained.

The transportation method determines a minimum cost
program for "transporting" a given product or commodity from
several supply locations to several demand locations. Since
many routes are usually available, each with its own
inherent cost, the objective is to select the most
efficient, i.e., the minimum cost program.

In this paper, the allocation of combat sorties is
couched in terms of the classical transportation model. The
bases at which existing aircraft and ordnance (sorties) are
presently stationed are viewed as the sources. The target
areas at which the sorties are required, in an analogous
manner, are looked upon as the destinations. The commodity
to be transported is represented by the sorties.

The use of the transportation method in allocating
combat sorties in a hostile environtment results in a more
effective and efficient use of scarce resources. In an
actual combat situation this could easily be the difference
between ultimate mission success or failure. Today's
advanced communications technology allows for the use of
such a model in a real time mode; hence, an actual applica-
tion such as suggested is both feasible and practical.
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1. INTRODUCTION

This paper proposes the application of an operations
research technique, the transportation method, to the real
world decision problem of allocating combat sorties in a
hostile environment. The paper contains three major
sections. The first briefly reviews the problem environment
and provides insight into the allocation situation. The
second section describes the transportation method, its j
major characteristics, and some of its classical applica-
tions. The final section integrates the first two and shows
how the transportation method can be used to assist in the
allocation of combat sorties in a hostile environment. A
summary is also provided.

2. THE PROBLEM ENVIRONMENT

There are five basic missions of tactical air power.
These are: counterair, air interdiction, close air support,

tactical air reconnaissance, and tactical airlift [1:2]1.
The problem of allocating combat sorties discussed in t 's
paper refers to the missions of air interdiction and close
air support. With slight modification, however, the
methodology could be applied to the other three tactical
air missions as well.

The two missions of concern in this paper may be
described as follows:

Air interdiction operations are conducted to destroy,
neutralize, or delay the enemy's military potential
before it can be brought to bear effectively against
friendly forces. Targets include enemy lines of com-
munications, bridges, personnel, vehicles, equipment
and supplies beyond the immediate ground battle area 4
and, in some cases, strikes against manufacturing,
shipping, and storage areas L1:2]. 4

1. The first number in the brackets refers to the
bibliography reference number; the second number refers to
the page within that reference.

-250-

1~* -- ~ 2~.44N

7 •M 

"



Close air support attacks are conducted against
hostile targets that are in close proximity to
friendly forces and require detailed integration of
each air mission with the fire and movement of these
forces [1:-:Lf.

In essence the two missions involve the assignment of combat
sorties to specific targets in order to achieve a particular
goal. In the case of hir interdiction, the purpose is to
eliminate or hamper the foes ability to wage war against the
friendly forces. In the close air support type mission the
objective is to degrade the enemy's capability by assigning
aircraft to specific targets for the purpose of easing the
pressure on friendly ground forces.

In a combat situation, the planning for the employment of
existing forces to accomplish these two types of missions
must take into account the following significant factors:
(a) the specific objectives and tasks to be accomplished by
the joint force commander; (b) the current characteristics
of the enemy's capability; (c) the current characteristics
of the friendly force's capability; and (d) the overall
combat environment (weather, expectations, anticipated
attrition, changes to capabilities, etc.) [1:2. Once
these basic considerations have been taken into account, the
day-to-day operational strike planning effort can be made.
As noted in the United States Air Force Manual 2-1, Tactical
Air Operations - Counter Air, Close Air Support, and Air
Interdiction, dated 2 May 1969, this is not an easy task:

Day-to-day planning for the employment of tactical air
forces is a complex process of integrating capabil-
ities and limitations in such a manner that optimum
results are achieved in an ever changing tactical
environment [i :12].

Under the present day concept of operations, there are
two categories into which combat sortie allocations may be
categorized. The first is in support of the preplanned air
request which encompasses those requirements which can be
foreseen and hence, permit indepth planning and coordina-
tion. The second is in support of the immediate air
request [2:15]. The immediate air request, as its name
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implies, does not permit such planning. This type of
request is generated in a real time mode as a particular
situation develops on the battle field. The allocation of
combat sorties to fulfill both types of requests is
accomplished by the Tactical Air Control System (TACS).
Specifically the Tactical Air Control Center (TAC), which
is the hub of the TACS, is primarily respc;isible for the
satisfaction of all preplanned types of air requests [5:36].
The satisfaction of immediate air requests is the responsi-
bility of the Direct Air Support Center (DASC), which
functions as a forward element of, and is subordinate to,
the TACC [7:26].

The major elements which must be considered to success-
fully accomplish this day-to-day employment planning by the
TACC and DASC include actual target selection, weapons
availability and capability, and the specific desired
effect. The ease of target acquisition and identification
are also important elements [1:12-13]. Of course another
important consideration in this process is the "cost" of
allocating each combat sortie to the required targets. All
other things being equal, a sortie allocation which accom-
plishes the desired effects in terms of target destruction
and "costs" less than a similar allocation will be preferred
to that similar, but more expensive, allocation.

Hence the problem environment is one where the TACC is
faced with the prospect of allocating a given number of
aircraft (sorties) located at various locations to different
targets within the battle area. The aircraft at these
locations will undoubtedly be different in terms of types,
numbers, payload capabilities, and costs of operation.idkewise the targets eligible for destruction will undoub-

tedly be different in terms of the number of sorties
required to achieve the desired effect and relative distance
from each of the friendly force operating locations. Previ-
ously mentioned was the fact that the employment planning
decision process, carried out on a day-to-day basis, is not
an easy task especially if one attempts to come close to an
optimum solution. Even with a relatively small quantity of
friendly force operating locations, number of combat sorties
available for allocation from those locations, and number of
targets requiring ordnance; the amount of possible alloca-
tion schemes which will satisfy the goal of meeting all
target ordnance requirements is extremely large. Picking
the most efficient of these schemes (in terms of overall
resources consumed) is extremely difficult. As will be
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shown later in this paper, the combat sortie allocation
problem is amenable to solution with an operations research
tool known as the "transportation method." The next section
of this paper discusses the transportation method, and
reviews its basic characteristics.

3. THE TRANSPORTATION METHOD

The transportation method is one of the classic tech-
niques associated with the operations research discipline.
The method has its origin in work done by F.L. Hitchcock in
1941 with a study titled "The Distribution of a Product from
Several Sources to Numerous localities" [6:21 31. A paral-
lel, but unrelated work, by T.C. Koopmans titled "Optimum
Utilization of the Transportation System" was accomplished
in 1947. Koopmans' work concerned the solution of a war
related problem to reduce overall shipping times. The over-
all purpose was to eliminate a severe shortage of cargo
ships constituting a critical bottleneck in the military
shipping sstem during World War II [3:300]. These two
works form the basis of the mathematical techniques which
has come to be known as the transportation method [6:212]2.

i2. The transportation problem was first formulated in terms
of a linear programming problem by George B. Dantzig in 1953[4:311]. It was soon discovered that because of its special
structure, this type of linear program was more easily
solved using a modified solution procedure. There are
currently many computer solution programs directed at the
transportation problem which could be so utilized within the
Tactical Air Control System. In an article titled "Building
a Better Bubble," Major Fred Meurer describes six improve-
ment measures designed to increase the effectiveness of the
existing TACS. The most important of these, in terms of
this paper, is that of totally automating the Tactical Air
Control Centers. This of course would involve the computer-
ization of many functions currently accomplished by the
TACO. The point here is that with such computerization, the
use of techniques such as the transportation method would
become highly feasible in the TACC. For more information on
this subject, see bibliography reference [5].

I
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The transportation problem deals with the distribution of
a commodity from various sources to various destinations at
minimum cost. Dantzig, in his classic work titled Linear
Programming and Extensions described the problem as follows:

The classical transportation problem arises when we
must determine an optimal schedule of shipments that:
(a) originate at sources (supply depots) where fixed
stockpiles of a commodity are available; (b) are sent
directly to their final destinations (demand depots)
where various fixed amounts are required; (c) exhaust
the stock piles and fulfill the demand, hence total
demand equals total supply; and finally, the cost must
() satisfy a linear objective function; that is, the
cost of each shipment is proportional to the amount
shipped, and the total cost is the sum of the individ-
ual costs [3:2991.

What Dantzig is saying is this: a homogeneous product is
available at various locations in fixed quantities. The
availability ic for a certain period of time, that is, per
day, per month, etc. This commodity is required at various
other locations also in fixed quantities. These require-
ments exist for the same period of time just noted; that is
per day, per month, etc. In the final solution, the
products are sent directly from the sources to the destina-
tions; there is no transshipment possible. The total
amounts of the commodity available at all sources must be
equal to the total amounts of the commodity required at all

destinations3 . Finally, the cost of shipping each unit of
the product from any source to any destination is directly

3. If in the actual problem to be solved, this is not the
case, then there are ways of adding "dummy" sources or
destinations to bring the problem into balance. For
example, if the total amount required is less than the total
amount available, then a fictitious destination requiring
the differential amount is added to the problem. If the
opposite is true, then a dummy source will be added which
has an available quantity equal to the differential amount.
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proportional to the amount shipped. For example, if it
costs $2.50 to ship one unit of the product from source A to
destination B, then it will cost $5.00 to ship two units.,
$10.00 to ship four units, etc., from A to B. The optimal

shipping schedule is one which accomplishes the shipments at
minitmum total cost.

The transportation method is used to assist in solving
many different real world problems in today' s commercial
environment. The classical application attacks the problem
of shipping a commodity from various warehouses to various
retail outlets at a minimum cost. The method is also used
in a production scheduling environment where the production
months are the sources and the required months are the
destinations. The labor cost, inventory holding costs (both
for raw materials and finished goods), and miscellaneous
costs are combined to form the cost of "transporting" a unit
from its production month to its required month in this
application. A special version of the transportation
method called the assignment method, is frequently used to
allocate different jobs to different machipnes.

4. USING THE TRANSPORTATION METHOD TO ALLOCATE COMBAT
SORTIES

The use of the transportation method as an aid to solving
the combat sortie allocation problem is best demonstrated by
use of an example . The availability time period mentioned

in chapter 3 of this paper is specified as one day and the
type of mission scenario is that of satisfying preplanned
requests for air interdiction. There are, for ease of
presentation, three target areas s) which must receive
sorties; these are TAs f, t, and III respectively. It is
estimated that TA I will require 72 sorties to produce the

desired effect, TA II will require 102 sorties, and TA III
will require 41 sorties. The friendly forces have aircraftavailable at three tactical unit operating locations (OLs).

4. The numbers used i . the example which follows were
extracted from a problem described in the Levin-Kirkpatrick
text cuontitative aproacheto Manaem et See bibliog-

* rapby reference etpages ( wt-r29.
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These are uI.s A, B, and C. The numbers of sorties available
are as follows: OL A, 76 sorties; OL B, 82 sorties; and
OL C, 77 sorties. Because of the different types of air-
craft involved and distances to be traveled between OLs and
TAs, the unit costs per sortie between the three OLs and
the three TAs have been estimated as shown in Table 1.

Table 1

UNIT COSTS PER SORTIE

FROM TO TARGET AREA

I II III

2 A8 8
Operating 16 16

location 8 16 24

Note: The entries to this table are cost
units, e.g., thousands of dollars.

The objective is to allocate the available sorties to
achieve the desired results at the minimum cost. One
possible solution to this problem is shown in Table 2.

Table 2

Sorties from OL to TA coot

72 A I 28

4 A II 32

82 B II 1968

16 C T' 256

4 1 C TT 984

Tot al Cosot *352
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The optimal solution5 to this problem, found by using the
transportation method, suggests the allocation of sorties
shown in Table 3.

Table 3

Sorties from OL to TA cost

76 A II 608

21 B Ii 5

41 B III 656

72 C I 576

5 C II 80

Total Cost = 2424

Note that the optimal solution is considerably better in
terms of cost unit savings, than the initial solution. The
optimal solution, however, achieves the same degree of

! Itarget coverage; the only thing that is different is its
cost.

Effective and efficient resource utilization is
absolutely essential during any combat situation. The
force which can use its existing resources to the fullest
extent possible will be in a commanding position. The

3transportation method can be used as an aid in accomplishing
that end with respect to the combat sortie allocation
problem. While it only directly applies to one aspect of
the combat situation, its use will help insure that combatI sorties are allocated in the best manner possible thus

improving the relative position of the using agency.

5. It was not the purpose or intent of this paper to dis-
cuss the solution procedures required by the transportation
method. Adequate descriptions of these procedures can be
found in bibliography references [3], [4], or [6].
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5. SUMMRY

The transportation method is one of the classic tech-
niques associated with the subject area of operations
research. Basically, this method addresses the problem of
shipping a product or commodity from various locations to
various destinations at minimum total cost. In a combat
environment, the allocation of aircraft sorties in support
of the air interdiction and close air support mission
profiles is a very complex process. This allocation process
is accomplished under the purview of the Tactical Air
Control System; specifically by the Tactical Air Control
Center. By considering the friendly force operating loca-
tions as the sources, the enemy force target areas as the
destinations and the friendly force combat sorties as the
commodity to be delivered between the two, the transporta-
tion method can be used as an aid in solving the combat
sortie allocation problem. The efficient use of scarce
resources is especially critical in any combat situation.
By using the transportation method as described in this
paper, scarce resources will be more effectively and
efficiently used; thus providing an important advantage to

the using agency.
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OPTIMAL ALLOCATION STRATEGIES FOR
HETEROGENEOUS - FORCE DIFFERENTIAL CCUBAT

HYUNG KANG SHIN and GIL CHANG KIM

The Korea Advanced Institute of Science
P.O.Box 150 Chongyangni Seoul, Korea

ABSTRACT. The paper is concerned with a method for the op-
timum allocation strategy of a two-on-two combat model which
is an important and fundamental type of a deteninistic, con-
stant attrition-rates, Lanchester-type process between two
heterogeneous forces.

A systematic procedure for the analytic solutions of the
heterogeneous force differential combat equation is presented
when the alternative tactics of each force are determined.

The determination of optimai al locati on strategies can be
found by using a digital computer search technique with ana-
lytic solutions. This is accomplished by using the state in-
crement dynamic programming developed by Larson[12] and the
analytic solution for each play. The digital computer search
technique by the state increment dynamic programming is an im-
proved multistage decision process to reduce the high-speed
memory requirements.
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1. INTRODUCTION

Each of Blue and Red has different types of weapon systems
respectively. The effectiveness of each type of weapon sys-
tem on one side of combat to each type of weapon system on the
other is not all the same. Such combat aspect is called t"het-
erogeneous combat".

The two-on-two combat model in which each of Blue and Red
has two different types of weapon systems is fundamental in
the heterogeneous combat. A general form for the heterogene-
ous combat is

dx- A(t)X
dt

(I)
dXR
.4 B(t)XBdt

where XB and X1 are Blue and Red component vectors respec-
tively.

Heterogeneous c )mbat was considered initially by Helmer[6]
and Snow. [13]r3]

The question of ooti:maL assignment of the weapons to the
heterogeneous zarge' f the opponent as the form of the two-
on-two combat problem was mentioned by Weiss.[18] The type
of the result is that the optimal tactics are either 0 or I as
a function of the attrition rates and the force levels. He
optimized the value of the game which is the difference of
only the primary units of Blue and Red at the final time by
using the differential game method developed by Isaacs[7].

A differential ,ame treatment of Lanchester equation is
also found inthe work of Isbell and Marlow [8]. This is the
case of two-on-one combat.

TaylorF!4]rl';]r16] considered fire distribution problems
for a homogeneous force against heterogeneous enemy forces by
using deterministic optimal control theory (Pontryagin maxi-
mum principle). The results of his works are that the opti-
mal allocation policy is the fire concentration on one tar-
get type under a "square-law" attrition process and is sensi-
tive to force levels, target acquisition process, the type
of attrition process, and the termination conditions of com-
ba i.

KawaraF9] suggested a two-on-two combat problem under a
"mix ed-law" i ttrition process in the form of a differential

game. In this modl, the optimal strategy of support units
is the concentration on one target type as a function of the
effectiveness of both side's support units.

Wiss and Kawara considered two-on-tw) combat model in
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which each of Blue and Red has two alternative tactics. They
put great emphasis on the allocation of the support fire,thus I
neglecting the role of the primary units such that they can
not attrite any of the enemy. But the primary unit has an
important position in the tactical situation. Thus it is
necessary to develop the model in which all the tactics for
the primary and support units can be employed.

And the determination of optimal allocation strategies via
the theory of differential game is limited to specific situa-
tions because of the computational difficulties involved. So
the dynamic allocation can be accomplished by applying the
dynamic programming approach.

2. FORMULATION OF METEROGENEOUS COMBAT MODEL

The prescribed duration battle between Blue and Red, each
of which has two types of weapon systems is considered. The
optimization model of the constant attrition rate, heterogene-
ous force, differential combat can be described as follows:

fl

O911

'f' 2 2 - 4

BLUE RE)

Fig. 1 The Tactical Model

max -,dn ~
F (1 xB(T) WB -xR(T) WR  (2)

subject to

X = -XA (3)
dt100

A=-(z 1) 1!



x(t=o) : (XB(O), XR(O)) (5)
C = (Cij}=[fij Piji , i,j = 1,2 (6)

F =Cfij], fiJ.O , i,j = 1,2 (7)

-j fij = 1 1 = 1,2 (8)

D = [dij) =(gij fij) , i,j = 1,2 (9)
G =[gij), gijO , i,j = 1,2 (1O)

yj gij = 1,i = 1,2 (11)

Xi-& Xi4 Xi (0) , i = 1,2,3,4 (12)

T :5 tf (13)

In the above model all symbols are defined as follows

X = ( XB, XR) is the component vector

where XB = (X1, X2) is the Blue component and XR =(X3, X4)
is the Red component, XB(O) and XR(O) are the initial values
Pij is the attrition-rate coefficient - the rate at which

each weapon system in the i-th Blue component attrites the j-
th Red component.

fij is the allocation factor - the fraction of the i-th
Blue component assigned to the J-th Red component. fij is
either 0 or 1.

-Yij, gij can be defined similarly.
W = (WB, WR)T is the weight vector.

where WB = (Wl, W2)T is the Blue weight vector and R=(W3,

W4)T is the Red weight vector. t' is the final time of
combat. Xi - is the lower limit o Xi called the defeat
criterion.

Each weapon type of Blue allocates all of his power to
only one Red weapon type at any fixed time, vice versa. And
during the combat each weapon type loses all of his capability
at the defeat criterion, then this weapon type is deleted from
the combat. The combat is terminated when t= tf or when
efther side loses all of his capabilities. T is the time sat-
isfying one of these final conditions.

3. PROCEDURE FOR THE ANALYTIC SOLUTIONS OF THE DIFFERENTIAL
C(CVBAT EQUATION

In this section a systematic procedure for the analytic
sclution of the eqa.(3) and (5) is presented.

Let A(t) be a continuous function from the interv°.I(Ti,T 2)
into the set of n x n matrices.

Suppose that X(0)- Rn, to6(T I , T2).
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Then there exists a function3Kt) from all of (TI, T2) into

Rn such that
1) P(t) is continuous.
2) 1(to) = X(O).
(3) 1(t) is a solution of the linear system

dt = A(t) X(t).dt

(4) (t) is unique.
And the unique solution is

X(t) = X(O) eA(t-to). [1 (14)
If t.) = 0,

X(t) = X(O) eAt (15)

= X(O) 0*O Ak . tk (16)
kT

The matrix A is similar to a matrix of Jordan canonical form

J[I0] and eAt and eJt are similar matrices [1], i.e.,

eJt = peAt p-I if J = PAP- I  (17)

If for every characteristic value X of A l-l<r where r is
the radius of convergence of Ek=O akX , then the series

-k=O ak (XI + N)k converges where N is nilpotent matrix.[5]
Thus the analytic solution of the heterogeneous-force differ-
ential combat equation can be expressed as

X(t) = X(O) P-1 eJt p (18)

A systematic procedure is as follows:

(I) Determine the distinct characteristic values),...,14J~j and their multiplicity sl..., sj of the matrix A.
(2) CAlculate the number ci of linearly independent cha-

racteristic vectors that corresponds to.&i .
(3) If ci = si, then J1 wkil" And the characteristic

vectors can be easily obtained.

(4) If ci< Si, the Si-Ci is the number of lis on the
superdiagonal of Ji"

(5) Determine the Jordan canonical matrix J where

J 0 Ji 1 and Ji =[ " " (19)

(6) Determine the matrix Pi by the matrix equations

44 WI
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1I
Pi,m (A- Ai I) = 0

Pi,m-l (A-)\il) 2 = 0 (20)

Pil (A-Xi I) = 0

Then P Rf where P.1~i~ Pj is a row vector.
11:1' 31L[PJ -Pi'mJ

(7) Calculate the submatrices

s(A:) (j) S s( )1)2...s(P-1')A l/ _-)!
S(ii): S(Oi) S(1) (X) . (P-2 (ki 1 /(P-2)f (21)

""s(Ai)

where S(X i ) = 0-=O ( 1 )k(,\i)k tk/k! (22)

and s(r)cK,) is the r-th derivative of S(Xi).

(8) Then the analytic solution is

X(t) = X(O)P-l S(J) P

where [S(J1), 0.~JJ(3S-. ,= (23),If
ANALYSIS OF THE TWO-ON-TWO C(IBAT

The alternative tactics of Blue and Red in the two-on-two
combat can be represented by the Table 1.

Table 1. Alternative tactics Df Blue and Red.

Blue Red

aiterna- tactic alerna- tactic
tive tive

2 2
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Blue Red

%Iterna- tactic alTerna- tactictiye tire

X 3D

The two-on-two combat is developed by the s nultanecus choices
of tactics for Blue and Red. An ordered pairki,j) where i is
one of Bluets alternatives andj is one of Redts alternatives,
is called a play and denoted as p(i,j). The set of all the
plays can be deonted as

P =tp(ij) ; i, J E 1,20,41 (24)

Then a two person, zero-sum game is organized[17 1 (1)There
are two players designated Blue and Red. (2) Each of Blue
and Red has 4 alternative tactics, (3) A play of game occurs
when each player chooses an alternative simultaneously. (5)
As a result of the play p(i,j), there is a payment eii from
Red to Blue. The computation of the payment will be explain-
ed in the next section. Let B= (bl, b2, b3, b4 ) correspond
to the probability that Blue will use alternatives(l,2,3,4)
respectively and R= (rl,r2 , r3 , r4 ) correspond to the proba-
bility that Red will use alternatives (1,2,3,4) respectively.
The vectors B and R are called strategies for Blue and Red
and these are generally mixed strategies. Given the strategy
B and R, the expected value from a play of the game is

E (BR) =j eijbirj. (25)

Blue's objective is to maximize E(B,R) and Red's objective is
to minimize E(B,R). Ilien there exists an optimal solution
(B*,R*) such that

max min E(B,R) = min max E(B,R) = E(B*,R*)[4] (26)B R R B

The solution of this came can be obtained easily by linearprogramming .[ 4]

The set of all the plays for the two-oi-two combat can be
partitioned into 7 types. For every type, all the plays and
the analytic solution of the first play in every type is pre-
sented. The solutions of the other plays in the same type
can be obtained by permuting the indices of the first play.

For example, the solution of the play P(2,2) of type I can be

4--~--- 2- --



obtained by the permutation ( 1 2 3 4 ) of all the indices in
eq.(27). 2 1 4 3

Table 2. Plays and solution of Type I

Type Type I__

P(i,1) P(1,2) P(2,1) P(2,2)

Play__ _ _ _ _

Permuta- (1 2 3 41 (1 2 3 4) 1 2 3 4) 1 2 3 4)
tion (1 2 3 4 2 1 3 4 1 2 4 3) 2 1 4 3

(Xl(t) X2(t) X3(t) X4(4) CXI(3) X2(0) X3(O) W40
cosh t 0 -. " sinh 1a13a3lt OT

a (cosh J 13 a3 1 1 -- - sinhal 3 1t 0

t-i) al3a31

sinh- a 0 cosh 3a 31 t 0

sinh al 0 o

-
al

*jai1 sinh a0 ](cosh~a 3 3 t-i ) 1

F1731a13 a3i t

Table 3. Plays and solution of Type II

Type Tape II

P (1,3) P (1,4) P (2,3) P (2,4)

- -

Play _
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Permuta- '12 3 4 1 23 4(1 23 4\ ~1 23 4tion (1 2 3 4)(2 1 3 4(21 4 3) 1 2 4 3)

P (3,1) P (3,2) P (4,1) P (4,2)

Play - j0

P e rm u t a - 1 2 3 4 1
tion (3 4 1 2)(4 3 2 3 12)

x1(t) x2(t) x3(t) x4(t)3=[ x(o) x2(o) x3(o)
x4 (o)3

cosh! a13a31 t 0 - aa2 sinh a 3lt 0
a13~~ ~ 1- sna 1 3 t

a;,3 (cosh' t-1) 1 ___h___a13 31 0o

Z13sinh at 0 cosh' t 0

a23a42 (t- a2,,42

a13  -a4 2 t a1 3a31  i
sinh Ja13t ja ~ t-1) (28!

,15

Table 4. Plays and solution of Type III

Type .I ypeII

P(3,4) P (4,3)

Play

1 2 3 4 1 2 4 3

. .4,
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xi (1t) X2 t) x3 t) X4(t)- Cx1(o) X2(0) X3(0) X4(o)l
.4(coshk2t al3a3 oshk2t :21 tink 2t -,:La3 s2(inhk 2tI
+cosk2t) 2k. -cosk2t) 2k2 +sirnk 2t) 2kik2  sn2

a24a4g@oshk2t J(coshk2t -q24a4al inhk2t :!Z~inhk2tj

2k1  .cosk 2t) +Cosk2t) 2klk2  -.sink2t) 2k2 +sin]k2t)

-a32a24a4 h(inhk2t -.a32(sinhk2t j#oshk2t a32a24 (coshk2t

2k--k 2  -ikt)2 2  +sir'k2 t) +cosk2 t) 2kl ..cosk2 t)

-a 4 *(inhk2t -al 3a3 2a41 @inhk2 t al 3a4 l(coshk2 t *oshk 2 t

2k2 +Sink 2t) 2klk2  -sink2 t) 2k1  -cosk2t) +cosk2t)

whera K- a13 a3 2a24 a4 1

-Kl = iC,K2 = KC (29)

Table 5. Plays and solution, of' type IV

Type Type IV

P (3,3) P (4,4~)

Permu- 1 2 3 ( 12 3 4

-- [Xi(t) X2(t) X3(t) X4(t)]= rxi(o) X2(0) X3(0) X4(0)3
4coshJa:~ -t j1 sijnh8 13 a3 j1t

r-3  (30)
0 coshia-42a24t 0 62& a 4 a4

~snhF3a3l - cosh/al 3a31 0
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Table 6. Plays and solution of type V

Type Type V

P(l,1) P(1,2) P(2,1) P(2,2)

PlayG G

tation(1 2 34) (2 1 34 1243) (2143

[X'%t) X2(t) X3(t) X4(t))= rXI(0) X2(0) X3(0) W4OO]

cosh a 0 sih 3 a3 1 t
a31  _Y L coh- 3a± t -) -a2 s i t 0

a13  s1a 3a3)ta- 0

181 3 a~i(31)

0 0 0 0

Table 7. Plays and solution of Type VI ;

Ty pe Type VI

P(1,1) P(1, 2) P(2,1) P(2,2)

6 Permu- 2 34 1243 (214
tation (l 2 3 4) ( 234) (1 2 34 12 4)
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Yl(x 1(t) X2(t) x3(t) x4(t))=(D1(o) X2(o) X3(o) X4(o)3

coshi a3lal3t 0~ snhja31 1 t .

0 1 0 0 (32

313 o coshfI T 3t 0(31

Fsinhlaina t 0 I1 -

0 g1 (cosh a3 1a13 t)1

Table 8. Plays and solution of' type VII

TEype ____Type VII

P(1,1) P(1,2) P(2,1) P(2,2)

0 1 0 y

__mu (1234Tl234 1234 1233)

cos a 3 a 3 0 STshlalt 0

0 0 0 1
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4. DYNAMIC PROGRA VING FOWALATION OF HETEROGENEOUS COMBAT
MODEL

In the section 2, the optimization model of the constant
attrition-rate, heterogeneous-force, differential combat has
been suggested. In this section the model is formulated
suitably for the multistage decision system which the optimal
solution is established one stage at a time. In order to
apply the computational procedure of this system, the vari-
ables are to be quantized,

In the original model, the eq. (2) can be expressed as the
following without loss of its initial meaning

max rain {
F G {(XR(O) -XR(T))WR-(XB(O)-XB(T))WB1 (34)

t o fte T

The stage variable t is continuous, but in order to imple-
ment on digital computer, it is quantized into increment de-
noted as At. The quantized value of t can be indexed by the
discrete sequence,

k = 0,i, ...... K-1 (35)

ihere tk = to+ kAt and K~t = tf-to

The probability that Blue will use the alternative i is bi
and the probability that Red will use the alternative j is rj.
Then Blue's strategy is B=(bl, b2, b3, b4)and Red's strategy
is R=(rl,r 2, r3, r4) and U=(B.R)=(bl,b2,b3,b4,rl,r2,r3,r4)(36)
is the control vector. The control vector for play p(i,j) is
that bi and rj are l's and others are zero's. Thus every play
corresponds to the quantized point of control variable.

In the section 4, the system equations for the model are
obtained. These present how the state variables of stage
k + I are related to the state variables of stage k and the
control variables at stage k. These equations can be ex-
pressed as

X(i,j)(tk &t) = Yij( X(tk), tk ,&ot) (37)

where X(ij) (tk+ At) n the state vector at the time tk +At
when the play p(ij) s continued for the time interval At.
The probability that play p(ij) will be chosen is birj, thus

X (tk+'At) = i [J YiJ MYtk, tk,,&t)bir j  (38)

B Y (X(tk), tkOAt) RT (39)

= Q tX(tk), U(tk), tk] (40)
, i,e., X(k+l) ,(X(k), U(k), k] (a1)
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where the matrix Y = (YJ ij = 1,2,3,4
The performance criterion provides an evaluation of a given

control sequence U(O), U(1) ..... , U(K-I). For Blue, it is to
be maximized, and for Red it is to be minimized. It depends
upon each value of U(k), k=O,..,K1 and also upon each value of
the state vector X(k), k=O,..,K-l. Let eij be the payment
from Red to Blue as a result of the play p(i,j) for the time
interval .t, then

eiJ =[wBwRJxB(i,J)(tk+dt) (4k2)

i [~xR(tk) - XR(i,j ) (tk+At)]

If the criterion is denoted as S, it can be written as

s -Tk -1 h IX(k), U(k), k) (43)

where
w h CX(k), U(k), k]= Zi £j eij birJ (44)

Then the eq. (34) can be expressed as

max min K

k=9,.,K-l k=O

The constraints place restricti 'ns on the values that the
state variable and the control variables can assume. The
state vector at the stage k is constrained to be in the set 9

X(k) = f(Xl(k), X2 (k), X3 (k), X4 (k)) (' ' (46)

The control vector at state X, stage k is constrained to be
in the set

~U(X k) :(bl,b2,b),b4,rl,r2,r3,r4) :

bi=1, bi? 0

R (47)
Yj rj=l, rj _O 

Then the optimization model can be stated as follows:
Given

W) A system deseibed by equation (40)
-276-
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SIi) Constraints described by equations(46) and (47)
iii) An initial condition X(O)
Find
the control sequence U(O),- U(K-l)
that optimizes in equation (435
while satisfying the constraints.

Then the iterative functional equation for determining op-
timal control is obtained. At arty stage k, O9 kIK-I, let

Max Min .K-1
I (X(k),kQ = B(J) R(j) . h[X(j), u(j), J) (48)

J=k, ..,K-1 J=k

The summation inside the braces can be split into two parts.

MaxMinMaxMin k)KKl
I (x(k),k)= u(k)f6U u(j)e6U t h[X(k),U(k),kF_ htX(j)),U(i),j3

The first term in the braces in eq.(49) depends only on U~k),

and the second term does not depend explicitly on U~k).

I1X(k),k)= Max Min~ hrX(k), u(k),k]

+ Max Min I K-1 Ct),~)J
U(J) Cu J=k+l
Jk+-, .. ,K-1

The second term in eq.(50) can be expressed as eq. (51) by
using eq. (41) and eq. (48)

Max Min K-1
U(.J)u IJ=k+l h[X(J),U(j),j= IC@(X(k),U(k),k3,k+fJ
J~k+l,. .K-l (51)

Then the functional equation can be written as

I(x(k),k) Max)EM,
Ma injh(X(k) ,U(k),k) + I(.o[X(k),U(k),k),k+ 3

(52)

optia~lyF2, ie.,theoptimum value at state X and stage k
canbe btanedbyoptimizing the sum of the value from the
resltig sateat henext stage, k-fl, to the end of this
procss.Thustheiterative functional equation for dynamic

IC(-1,K1) MinKM hLX(k-l), U(K-l), KI (53)

ca b otand y he euaio dsriesthKricileo
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S(X(k),U(k),k) = h2X(k),U(k),k] + IX(k+l),k+l(
k = 3,1 .... K-2

subject to

X(k+l) = ,[X(k), U(k),k3 (55)

IXk,]= Max Min S[X(k), U(k),k3 (56)

The basic scheme of dynamic programming is to find the sequ-
enc e

I(X(K-1), K-1, ...., I[x(l), 1 , I(X(3),O)
using equations (53) to (56). Consequently, the optimal so-
lution for the K-stage system is established on stage at a
time.

5. QUANTIZATION, BLOCK AND CCvPUTATIONAL PROCEDURE

Within the range determined by eq.(12), each state vari-
able is quantized in uniform increment AXi.

xij = X + j Ax
j = ,1,....,Ni (57)

Ni 6 Xi = Xi(O)-X i  i= 1,2,3,4

To obtain the payoff matrix for the combat game, there

must be a finite number of play P(i,j),s

P = {p(i,J) : i,j 1,2,3,4i.

A fundamental difference between state increment dynamic
programming r1]ril] and conventional dynamic programming is in
the method Por determining Jt, the time interval over which
a given control is applied. Within the conventional method
this interval is a fixed value At. In the state increment
dynamic programming, for any play the interval St is deter-mined as the minimum time interval required for any one of

the state variables to change by one increment or At, i.e.,

= p12,3,41 Id I' d (58)

where dX_ is the i-th component of dX

dtdt

in the system differential equation, eq. (3).
Then the next state lies within a small neighborhood of a
present state. Thus in order to perform the interpolation
of the optimal value, it is necessary to store optimal values
at only these quantized states near the present state.

The reduction of the high speed memory requirements is ac-

--k.5-- , ' J< .



hieved mainly by the partitioning of t-X space into rectan-
gular units called "blocks". Each block covers Wo increments
along the t-axis and Wi in crements along the Xi-axis. The
block B(JoJ 1,J2 ,J3,J4 ) cntains a set of points(t,X),

B(J0 ,JlJ 2,J3 ,J4 )= (t,Xl,X2,X3,X4):
0Jo-1) W-_At <t-to!_ joWoAt,
(Ji-l)WiAXi $-Xi-Xjt _JiWiAXi, i=1, 2, 3,4
where Jo = 1,2,...Jo,

JoWoAt = tf-to, (59)
Ji= 1,2, .... , Ji,

JiWi4 Xi = Xi(0)-Xi-, i=1,2,3,41
As indicated in eq.(58), the boundaries between blocks are
considered to be in both blocks. The numbers Wi are taken to
be small integers according to the capacity of the high speed
memory. The computation is performed block by block accord-
ing to the lexicographic order. By the definition of Jt, the
next state for any play must always lie in the same block as
the state at which the control is applied.

The computation within one block is performed according to
the lexicographical order. The operations at a given quan-
tized point (t,X) take place as follows. Let it(ij) be the
time interval computed by eq.(58) for play p(i,J). For every
play p(ij)G P, Jt(ij) is determined. The corresponding nextstate is computed by eqs. (27) to (33) in the section 4.The next state as a result of to play p(i,j) can be stated as

following expression.

X(ij) ( t + at) = X(t) + SX(ij) (60)

The optimal value at the next state for every play is comput-
ed by interpolation in 3-dimensional state variable and time
using the previously computed values at quantized states at
time t +At. The state variable not used in the interpolation
is the one for which St(ij) in eq. (58). takes on the mini-
mum value. If Jt(i,j) =At, the optimal value at this point
is computed by interpolation in 4-dimensional state variable.
Once the optimal value I( X(ij), t + Jt(ij)) for the next
state has been computed, the return of this control over the
time interval St(ij) is computed by the eq. (42), i.e.,

ei C = wB' W1 -AxB(i,J)

Then the optimal value rhr the point (t,X) as a result of the
play P(i,j), say S(i,j)

- -r
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S(ij)CX(t), Uij(t), t2 eij+ I(Xij ,t+ t(iX)(61)

where Uij is the control vector that bi, rjare l's and

others zeros.

S(ij ) is the (i,j)-th element of the payoff matrix at this
quantized point (t,X). Then for a given point (t,X) a payoff
matrix for a two-person, zero-sum game can be obtained by us-
ing the above method for every play p(i,J), i,j= 1,2,3,4.

Then I(X(k),k) = Max Mini j S(:~j)X(k), U(k),k)

is the value of the game, i.e.,

I (X(k),k3 = Max Min j L S(i,J)birj (62)
BR i

and the corresponding optimal control is U(k) = (B*,R*)
The optimal control and the optimal value for every quan-

tized point in this given block has been computed in lexico-
graphic order and then all the results of this block are
stored in a low-speed memory.

When all of computations has been performed for blocks in
tf-Wo 4tit tf, the set of blocks in tf -2WoAt tl tf-WoAt
is processed. The same procedure are used, except that the
optimal values Just computed at (tf-WoAt) are used to
initialize these blocks. These computations continue until
t- to is reached.

The original problem is to find the optimum sequence of
controls starting from the given X(O). Let.U*((O), 0) be
the optimal control for the point (t,X) where t=O and X= X(O).
The first optimal control in the sequence is evaluated as

U*(O) = U*(X(O),o) (63)
and the time interval over which the first control is applied
is determined as the minimum time interval required for any
one of the state variables and time to change by next quan-
tized value, i.e.,

t (U*(i=O= nk=1,2,3,4 k(O) k (Ni) t (i=) (64)
[dXk/dt3 X(O)

where Xk(Ni) is the next quantized value of Xk smaller

than Xk(i)

and t(Ni) is the next quantized value larger than t(i) and

Xk(i) means
the initial state to which the i-th control is applied and
t(i) means the initial time to which the i-th control is ap-
plied.
Then the next state along the sequence

~'*- x*(l) = QCX(O), U*(O), t(o), t(U*(O))2 (65)
- - '>1 7 -
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is computed by eq. (39).
The superscript * means "optimal", for example t(U*(O)) mean
the time interval when the optimal control U*(O) is applied.
Thus the optimal value over time interval $t(U*(O)) is

S*(O) = wB, wRJ .jX*B (0) (66)iS *R (o)

The next control U*(i+l) at the point ( t(i+l), X*(i+l))
where\t(i+) = t(i) + St*(i), is computed by interpolation
in 5-dimensional (t,X)-space. Here Jt*(i) means Jt(U*(i)).
The next time interval, state vector, and optimal value can
be computed as above. The next block is to be transferred
from disk memory to high speed memory, if the next state is
a boundary point of this block.

These computations continue until the final condition is
met. So the sequences of optimal controls, optimal values
and the corresponding times are obtained.
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SOME EXPERIMENTS IN SEARCH THEORY

ALAN R. WASHBURN

Department of Operations Research
Naval Postgraduate School

Monterey, Ca. 93940, U.S.A.

ABSTRACT. The random search formula in its various forms
enjoys wide application. This is remarkable for two reasons.
Firstly, random search is in a formal sense impossible to
carry out. Secondly, it represents a complete lack of
organization that a searcher would presumably want to avoid,
rather than emulate. This paper will summarize the results
of some free play experiments involving live subjects. The
experiments are designed to test whether the theory has any
predictive power in situations where the target is able to
maneuver in such a way as to avoid being detected.
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1. INTRODUCTION

The theory of random search plays a central role in search
theory. It often permits simple computation of the probabil-
ity of detection without going into the details of exactly
how the searcher and perhaps the target will or should move
about during the search. However, the theory depends on an
independence assumption that is in most cases impossible to
fulfill in a strict sense, so that its predictions should be
suspect without experimental verification. In this paper,
the results of two experiments intended to verify some pre-
dictions of the theory will be recounted.

2. THE THEORY OF RANDOM SEARCH

A searcher begins to search for a target at time 0. We
make two assumptions:

1) There is a "detection rate" function y(t) such that
the probability of a detection in a small interval of
time A that includes t is Ay(t).

2) The events that there is no detection in any set of
non-overlapping intervals are independent.

These two assumptions are sufficient to determine the
probability q(t) that there will be no detection in the
interval [,t). Since the events of no detection in the
intervals [0,t) and [t, t+A) are independent,

q(t + A) = q(t)(l - Ay(t)) for small A (1)

Rearranging equation (1),

[q(t+A)-q(t)]/A - -q(t) y(t) for small A (2)

Taking the limit as A + 0,

d

or

d - (n (t)) =-y(t) (4)
dt

Since q(O) - 1,

IZ
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t
q(t) exp(-n(t)), where n(t) - f y(u)du . (5)

0

Equation (5) is the general formula for random search. The
number of detections up to time t is a non-homogeneous
Poisson Process, with n(t) being the mean and q(t) being
the probability of none.

Experiment 1: Expanding Area Search j
The two-dimensional position of a target is accurately

known at time 0, but for some reason search cannot begin
until time T, at which time the searcher begins searching
with speed V and sweepwidth W. The target's maximum speed
is U. The goal of the target is to evade detection. We
wish to estimate the probability p(t) = 1 - q(t) that the
target will be detected at some time before t.

At time t, the target can be anywhere within a farthest-
on circle with radius tU and area A~t)= - t2Up . In an in-

terval of time A, the searcher covers an area B - VW. If 1\
the searcher could search in such a manner that the successive
incremental searched areas B were located independently of
each other, but nonetheless all uniformly distributed within
the farthest-on circle, then the random search formula with
Ay(t) = B/A(t) would hold regardless of the strategy of the
target. The search pattern alone would be sufficient to
ensure that the two required assumptions hold, regardless of
how the target's position depends on time. Similarly, if the
target could maneuver in such a manner that his position were
uniformly distributed within the farthest-on circle in every
small time interval, but nonetheless independent of his
pcsition in every other time interval, then the random search
formula with Ay(t) - B/A(t) would hold regardless of the
strategy of the searcher. In other words, if the motions
described above were feasible, then the random search formula
would represent the value rf the game.

Of course, neither of the above motions is feasible,
since each player's position would have to hop about in a
manner that is simply not characteristic of motion with a
bounded speed. Nonetheless, since the random search formula
would hold if either player could move as specified, it makes
intuitive sense to expect that the formula will hold if both
players move "as randomly as possible." In any case, this
was the hypothesis that was investigated experimentally.

Since y(t) _ VW/(,IU 2t2) in this case,
t 2

n(t) -f y(u)du -(VW/,rU 2(~ -/ l/t) for t > r. (6)

-.
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Note that n(-) = VW/wU2U is finite, which means that q(-)
is not 0. Since the area A(t) expands quadratically with
time, the job of the searcher eventually becomes hopeless;
either the target will be found early, or not at all. The
function 1 - q(t) is compared with experimental results in
Figure 1.

295

U)240-
4J THEORETICAL PREDICTION

6180

I EXPERIMENTAL C. D. F.

120

S60

UI

II ! I I

0 10 20 30 40 50 60

TIME (sec)
Figure 1-"

V PURSUER SPEED = .192 unit /sec
U= EVADER SPEED = .024 unit / sec
W= SWEEP WIDTH .14 unit
r: TIME LATE :10 sec.

The experiment was performed using officer-students at
- the United States Naval Postgraduate School as subjects, in

pairs. Each player controlled his own position on his own
cathode ray tube using a joystick, subject only to a velocity
constraint. The displays were arranged in such a manner that
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neither player conld see the other's display. The contin-
ually expanding fArthest-on circle was displayed on both dis-
plays. No instr.ctons were given, except that both players
were told that the searcher desired detection, whereas the
target desired to avoid it. Play was terminated electroni-
cally when the searcher first came with W/2 of the target.
The experimental cumulative distribution function for 295
trials is compared with (1 - q(t)) in Figure 1, showing the
good agreement of theory with experiment.

Experiment 2: Fixed Area Search

In this experiment, the target must stay within a rectan-
gle of area A, else he is counted as caught. The searcher
has speed V and siepwidth W, and starts at a random place
within A. The target also starts at a random place within
A, but otherwise a variety of assumptions are made:

2a) The target does not move. This experiment was not

performed, since an exhaustive search is possible
and prerumably the time to detection would be uni-
form in [0, A/VW]. Amongst the various reasons
usually given why an exhaustive search is often
not possible in practice (poor navigation, non-
cookie-cutter sensor, target motion, etc.), the
simplest to simulate was target motion. So the
first experiment to be performed was 2b.

2b) The target moves at speed U = .2V. The expectation
was that the target would move randomly, that this
motion would turn attempted exhaustive searches
into random searches, that y(t) would therefore be
VW/A, and 1 - q(t) - I - exp(VWt/A). These expec-
tations were verified. With A/VW = 270 sec, the
mean time to detection in 38 trails was 265 seconds.
The reason for the small number of trials is that
this is an extremely boring game to play.

2c) Same as 2b) except that the target's display in-
cludes a cursor that always points toward the

searcher. The target's motion should no longer be
expected to be random, but one might argue that U
is so small compared to V that the time to detec-
tion should still be exponential with a mean of
270 seconds, as in 2b). This turned out not to be

the case. The mean time to detection in 131 trials
was 367 seconds. However, the time to detection was
still exponential, which is the same as saying that
the detection rate function was a constant (see
Figure 2).

7- -
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2d) Same as 2b) except that the position of the searcher

appears on the target's display. In this case the
mean time to detection in 76 trials was 407 seconds.
As in 2b) and 2c), the time to detection was an
exponential random variable.

3. SUMMARY

The theory of random search, coupled with basic arguments
about the detection rate function, has remarkably great but
nonetheless imperfect powers of prediction. In the class of
search problems where a target is lost within a fixed area,
the hypothesis that the time to detection is an exponential
random variable appears to be robust. In the expanding area
search, the theory is accurate quantitatively, as well as
qualitatively.

4. REFERENCE

[I1 Koopman, B. 0., THE THEORY OF SEARCH II. TARGET
DETECTION, Opns. Res., Vol. 4, PP. 503-531, 1956.
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PARAMETRIC ANALYSIS OF MAIN
BATTLE TANK MOBILITY IN

KOREAN TERRAIN

ALAN S. THOMAS

WILLIAM A. NIEMEYER and ROBERT C. THIIBODEAU

Combat Support Division
US Army Materiel Systems Analysis Activity
Aberdeen Proving Ground, MD 21005, U.S.A.

ABSTRACT. This report evaluates, through parametric
component variation, the mobility potential of a series of
main battle tank configurations operating in Korean terrain.
Four principal design areas are varied, includi. g the power
train, suspension, weight and hull geometry. The speed
potential of each vehicle configuration is determined
throughout the terrain spectrum, and non-negotiable terrain
is identified. Diagnostic analysis indicates the factors
causing speed limitation as well as the reasons when the
terrain is impassable. Some detail is provided on the soft
soil mobility of the various configurations and the
significance of differences on the basis of Korean seasonal
soil strength.
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1. INTRODUCTION

This report evaluates, through parametric component
variation, the mobility potential of a series of main battle
tank configurations operating in Korean terrain. Four
principal design areas are varied, including the power train,
suspension, weight and hull geometry. The Korean terrain
as characterized by the Waterways Experiment Station, Vicks-
burg, Mississippi, is statistically described, and the
methodology for modeling vehicle performance is summarized.

The speed potential of each vehicle configuration is
determined throughout the terrain spectrum, and non-
negotiable terrain is identified. Diagnostic analysis
indicates the factors causing speed limitation as well as the
reasons when the terrain is impassable. Some detail is
provided on the soft soil mobility of the various configura-
tions and the significance of differences on the basis of
Korean seasonal soil strength.

2. MODEL DESCRIPTION

The computer simulation used to evaluate the vehicle/
terrain interaction and predict mobility performance is the
Army Mobility Model (AM4M). This model considers vehicle
performance in both areal and linear type terrain features.
The areal mobility prediction part of the model (which is the
only portion used in this evaluation) is shown schematically
in Figure 1. The fundamental operation of this model is as
follows. Detailed areal terrain data are collected from
existing terrain data sources such as topographical maps, air
photos, terrain studies, agricultural data and soil maps.
Where possible these data sources are supplemented by actual
field surveys. All these data sources are then used to
develop a series of individual maps of the area being
considered for each of the terrain factors shown in Figure 1.

The terrain input processor accepts these maps and over-
lays them to define areas in which the terrain is homogeneous
with respect to all of the terrain factors simultaneously.
The result of this process is an areal terrain unit map as
shown, where unit number 98 might reflect an area where the
slopes are uniformly between 5 and 10 percent and the soil
strength in the wet season is uniformly between 40 and 60
cone index, etc. Associated with each map unit number is a
range of values for each of 14 terrain factors. The factor
categories are shown in Table 1.

The model requires a total of 76 vehicle characteristic
inputs. These range from vehicle size and weight to details
of its power train and suspension components. With these

K4.
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data the various mathematical submodels of the overall model
predict vehicle performance in the terrain factor values
established for each map unit.

Submodels consider vehicle performance in the following
manner:

Terrain Factors Considered Vehicle Performance Predicted

Soil Type Tractive and resistance

Soil strength forces throughout speed

Slope range.

Terrain roughness Ride limited speed

Obstacles Hangup, traction, dynamic
loading, acceleration and
braking between obstacles.

Vegetation Traction for overriding,
and vehicle size for
maneuvering between trees.
Driver visibility.

For a given map unit the speed results of each of these
submodels are compared for uphill, downhill, and level slope
conditions; the limiting value is selected for each condition,
and the three limiting values are averaged to provide the
vehicle's estimated best speed in that map unit. In con-
sidering the vegetation factor the model examines various
strategies of maneuvering around certain size trees and over-
riding others to obtain the best vehicle speed. Some terrain
factors such as soil strength and slope naturally interact
with others, so are considered simultaneously. For example,
a vehicle on a soft soil slope will have less tractive force
available to climb an obstacle or override a tree than it

6, IM would on a level hard surface because some of its tractive
force capability is used in overcoming the soft soil motion
resistance and the grade resistance. The basic speed output
of the model can be used to develop a speed map as shown in
Figure 1.

3. TERRAIN DESCRIPTION

The terrain used in this analysis is an area approxi-
mately 12 kilometers wide and 46 ki ometers long on the
northeast coast, between 410 and 42 latitude. The terrain
was characterized, in accordance with Table 1, by the US Army
Corp of Engineers, Waterways Experiment Station. It is the

i. -only Korean terrain that has been so characterized, and it is
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not known to what degree it can be considered representative
of that in South Korea. This terrain was originally chosen
for characterization simply because there was a complete set
of topographic maps available for this area and it appeared
to be r~asonably representative of an area in which vehicle
negotiation would be practical. The subject area is shown
schematically in Figure 2 and the map sheet locations are
shown in Figure 3.

The area has been divided into approximately 2,000 dis-
crete terrain units, but several of the non-contiguous units
have identical characteristics, so that there are 1617 unique
combinations of terrain factors, i.e., there are 1617
different types of terrain units that occur. Appendix A
contains frequency distributions (as represented by percent
area rather than number of terrain units) for the most
significant factors of the terrain characterization. The
area is shown to be very hilly with steep slopes, but at the
same time there is a significant portion of the terrain with
soil too soft to support repeated traffic of an M60. There
is also a significant portion of the terrain with high surface
roughness. In virtually all respects, the Korean terrain
analyzed herein is more severe than the West German terrain
typically used to represent European operations.

4. VEHICLE CONFIGURATIONS - PARAMETRIC VARIATIONS

There are four principal design areas that are addressed
parametrically in this report. These are the power train,
suspension, gross weight, and general hull configuration
including both geometric and inertial characteristics. Each
of these factors are evaluated at two different levels with
the exception of the power train which is addressed at three

V performance levels. The base level in all cases represents
the current M60 series design. The upper level represents
the practical "state of the art" in main battle tank design
and will be referred to as the "SOTA" level. The third power
train level is intermediate to the upper and lower levels and
is believed to represent the performance available by
product improvement of the M60 engine without a transmission
change.

The result of providing the variation discussed above is
[ a matrix yielding 24 vehicle configurations. These are

identified in Table 2. It may be noted that the weight levels
selected are not entirely consistent with the M60/SOTA spec-
trum of vehicle characteristics. The lower weight level is -

.. especially artificial, but was nonetheless selected after
discussions with visitors from the Republic of Korea and
TARADCOM in April, 1977.
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S. MODELING RESULTS

The mobility model described in Section II was utilized
to predict the performance of each vehicle configuration
across the 1617 terrain unit types identified in the Korean
terrain. The results of these analyses are presented in the
form of mobility profiles in Figures 4 through 11. The pro-
files in Figures 4 through 7 are generated by ordering the
terrain units along the horizontal axis with those providing
best vehicle performance considered first (furthest to the
left on this axis). The vehicle speed in each individual
terrain unit is then plotted as a function of the terrain
unit position on the area axis (which, as stated, is deter-
mined by trafficability). Thus the actual vehicle speed
which can be obtained in, for example, the 75th percentile
terrain, is depicted. Figures 8 through 11 use the same
technique for arranging the terrain units, but rather than
plot the actual speed in each unit, the cumulative average
speed over all terrain units to the left of each point on the
horizontal axis is plotted. Thus from these curves one can
determine the average speed of the vehicle if it is driven in,

for example, the nost trafficable 75 percent of the terrain,
with the most severe 25 percent avoided. One further note on
computational techniques - when the model determines a terrain
unit to be impassable, it nevertheless assigns a vehicle speed
of 0.1 mph to that unit as a computational expediency. Thus
on the cumulative average speed curves, the 0.1 mph is averaged
with all prior unit speeds and a finite average speed is pre-
dicted even over impassable terrain. However, reference to
the actual speed curves will indicate the point at which this
artificiality occurs.

In order to summarize the results shown in preceding
mobility profiles, Table 3 has been included. In this table,
the average speed attainable with each configuration is shown,

first when operating in the most trafficable 50% of the terrain
(Vso), and also when in the most trafficable 80% of the terrain

• • :(V8. The Vso performance might be representative of move-

ment potential where the unit has not been forced to tactical
deployment and route selection is not restricted. The V80

performance might then be taken as an indicator of movement
potential under tactical deployment where route selection is

-more restricted. These are admittedly arbitrary measures,
but nevertheless are believed to provide a reasonable basis
for quantifying the effects of the parametric variation of
vehicle components. The final quantification of these effects
is obtained by determining the average contribution across
all configurations, afforded by variation of a single vehicle
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TABLE 3. S~NAIZED CROSS COWITRY SPEED PERFORKWNE

Conf. (GEOI-SUISP-PWR-Wr) Cu.m1ative Aver fqeSmo ,4PH)
No. V so 80sFI (146-160-70-45) 11.7 9.2
2 (1460-1604-S5) 9.9 7.5
3 (460-16-900-4S) 14.5 11.1
4 (1460-1460-900-SS) 12.S 9.8
S (1460-160-1500.45) 17.9 12.9

6 61460-IS0-5 16.0 11.9
~~7 TAST -Z- 12.8 10.2

8 (SOTA-SOTA-750-SS) 10.6 8.1
9 (SOTA-SOTA-900-45) 16.6 12.8

10 (SOTA-S~rA-900-SS) 13.8 11.0
11 (SOTA-SaTA-1500-4S) 21.7 15.6
12 (SOTA-SOTA-1S00-SS) 18.6 14.1

13 (m -bu -- 12.9 1.

14 (N460-SOTA-7S0-SS) 10.7 8.5
IS (1460-SOTA-900-45) 16.4 12.8
16 (1460-SOTrA-900-S5) 13.8 11.1
17 (1460-SOTA1S00-4S) 21.2 1S.4
18 (N0-SOTA-I500-55) 18.4 1.
19 LbuTA-N6u-75U-45) 11.7 9.1
20 (SOTA-160-7S0-55) 9.8 7.4
21 (SOTA-160-900-45) 14.6 11.1
22 (SOTA-160-900-SS) 12.S 9.7
23 (SOTA-160-1500-4S) 18.3 13.0
24 (SOTA-1460-1500-SS) 16.2 12.0
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parameter. This is accomplished by computing the average
Vpercentage improvement in V50 and V80 when a single vehicle

variable is changed from its lower performance level to the
higher level (e.g. from M60 level to SOTA level, or from
55T to 45T). The results are shown in Table 4.

In addition to the speed profiles discussed above, one
further product of the mobility modeling is a determination
of the factor for each terrain unit that either causes the
unit to be impassable, or provides the ultimate speed constraint.

Factor categories 1-4 below indicate impassability; cate-
gories 5-10 are speed constraints.

1. Soil strength insufficient
2. Available traction less than soil and slope resistance
3. Obstacle interference
4. Available traction less than total resistance (including

vegetation and obstacle override).
5. Ride dynamics
6. So-1 and slope resistance
7. Visibility
8. Maneuvering (through vegetation and obstacles)
9. Total resistance to movement (including vegetation

and obstacle override).
3.0. Acceleration and deceleration between obstacles.

Table 5 indicates the percentage of the total terrain area
for which each of the 10 factors was the operative constraint,
for each vehicle configuration. For example, if one were
interested in power train effects on speed, configurations 8
and 12 might be compared. Speed limiting factors numbered 6
and 9 deal with power train constraints, and by summing
these frequencies together we see that an increase from 750 HP
to 1500 HP decreases the area in which we are power train
limited from 50.4% of the total area to 29.9%. (Power effects
are present in some of the other limiting factors, but 6 and
9 are the key factors.) It should be noted that this table
only indicates the frequency with which the various factors
are constraining, but not the performance level at which the
constraint occurs.

6. SOFT SOIL MOBILITY CONSIDERATIONS

In addition to the comprehensive analysis of cross-country
mobility provided in the previous section, there is also an
issue of vehicle performance in marginal soft soil to be
addressed. The primary design parameters involved in marginal
soft soil performance are the length and width of the track,
the contact area of the track shoe, and the weight of the
vehicle. Again the analysis was conducted with a high and a
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TABLE 4. AVERAGE PERFORMNCE DWROVEEM OBTAINED
FROM VEHICLE COMPONENT VARIATION

Comonent Variation Iwrovenut
Vs0  V80

0 Suspeunsion 1460 * SOTA 12.S% 14.7%

* Power Train

750 HP * 900 HP 27.3% 27.6%
900 HP -o 1500 HP 29.3% 21.6%

s, Hull Geometry 1460 + SOTA 0.5% -0.4%

*Weight SST - 45T 17.3% 15.9%
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lower level assigned to each of these factors so that the
relative contribution of each might be identified. Table 6
identifies the levels selected for analysis of the track
variables. It also shows the nominal ground pressure associated
with each combination of variables at the two previously
selected gross vehicle weights. Finally, the table shows a
VCI1 and VCISO entry for each configuration. This is the

minimum soil strength as measured by cone penetrometer readings
which will permit one and fifty passes respectively, of the
vehicle through the soil. The eq.uations for calculating
vehicle cone index (VCI) number.i have been empirically derived
and are shown in Appendix B.

There is no direct relationship between vehicle cone index
and ground pressure. However, over the relatively small
variation in track parameters considered here, reasonably linear
relationships can be established, as shown in Figure 12. The
data points are those from Table 6. These trend lines provide
a gross estimate of the soil strength required to support a
vehicle with a given ground pressure.

In order to assess the significance of differences in
ground pressure over the range analyzed (from about 9 psi to
about 14 psi) it is necessary to determine the frequency with
which soil strengths in the Korean terrain are sufficiently
low as to influence vehicle passage. Figure 13 shows the
cumulative frequency distributions of soil strengths for
various seasons. The wet season and dry season distributions
are obtained by referring to yearly average rainfall data and
selecting the wettest and driest 30 day periods for analysis.
The average season reflects soil conditions over the remaining
305 days. The fourth distribution (referred to as ,,WWETf,) is
an estimate of conditions in severe periods of rainfall. It
reflects the soil strength conditions over the 10 wettest days

5 of the year but with the yearly averages for those days increased
by 50 percent, as might be experienced in a particularly wet
year.

Superimposed on the distribution curves in Figure 13 are
the soil strengths required for both one and 50 vehicle passes
at 9 and 14 PSI ground pressure. It may be observed that the
significance of ground pressure is minimal insofar as the
probability of completing one vehicle pass through Korean soft
soil is concerned under any seasonal condition. However, the
probability that the soil will support repeated traffic is
very much affected by ground pressure. For example, in the
wet season, about eight percent of the terrain will not support

;-.': ", 50 passes of vehicles with 9 PSI ground pressure while 40% of
the terrain will not support 50 passes if the vehicle ground

. -,. pressure is 14 PSI.
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7. CONCLUSIONS

Keeping in mind that the results of the preceding section
have been derived f--om analysis in the sample Korean terrain
only, and assuming thr parameter ranges used represent the
feasible alternatives. the following conclusions are offered:

9 Power train se.,ection has the most critical impact on
mobility potential. However, it is a case of diminishing
returns. A relatively small increase from 750 HP to 900 HP
produces about the same percentage improvement as does the
much larger step in going from 900 HP to 1500 HP. (In both
cases the absolute improvement in V80 is about 2.4 MPH.)

* The next best place to look for improved mobility is
probably the suspension. Over the ranges considered the
weight has a slightly greater effect, but weight reduction

may mean a tradeoff in protection level. A suspension improve-
ment produc:s about the same effect on mobility, but is more
readily achieved.

9 Movement rate is shown to be insensitive to hull geometry,
however, lack of attention to this design factor can result in
serious obstacle interference problems.

* Based on the above conclusions and using V80 as an index

of mobility performance, Figure 14 shows the incremental
improvements afforded by component changes ordered according
to their payoff.

* Finally, with regard to soft soil mobility, it appears
that the criticality of the track configuration is very dependent
on gross vehicle weight. A 45-ton vehicle will have few traffic-
ability problems with most of the track configurations. For
areas of repeated traffic, it is desirable to maintain a ground
pressure of 11 PSI or less. For a 55-ton vehicle the acceptable
track configurations are thus narrowed considerably.
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APPENDIX A

'TRRAIN FACTOR DISTRIBUTIONS
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MOBILITY INDEX FOP. SELF-PROPELLED TRACKED VEHICLES.
IN FINE-GRAINED SOILS

Vehicle ______________________Weight________

Track Description____________________________

Mobility x (2) + (S) ( x (7) r (8)

Contact G2rossg e I lb _____ ______

(1) Pressure r Ara of trZcs in contact (1
Factor with ground, sq in.

(2) Weight '50,000 lb - 1.0
Factor 50,000 to 69,999 lb a 1.2 *(2)

70,000 to 99,999 lb v 1.4
100,000 lb or'> 1.3

(3) Track - Track wi dth, in. (3
Factor -100

(4) Grouser <1.5 in. high - 1.0 =(4)
Factor '1.5 in. high - 1.1

(5) ogi = TtalGross wt + 10
Fco '- Ttlno. bogies in contact wihs(S)

Ficror ground x arca of I track shoe

(6) Clearance Clearance, in.(6
Factor 10(6

(7) Engine : '10 hp/ton a 1.00(7
Factor <10 hp/ton - 1.05(7

(8) Trans- *Hydraulic -1.00(8
mission Mechanical u 1.05
Factor

Robi iy x1
Index * x I x x

V U s 92 .4I - r12S. 79
VC15 so ;19.27 + -

VC~- 7.0 + .214! -r39

a 7.0. +

4 . 4

k4 ~ * .- - N5



FIRE CONTROL SYSTEM PERFORMANCE DEGRADATION

WHEN A TANK GUN ENGAGES A MANEUVERING THREAT

JOHN J. McCARTHY

HAROLD H. BURKE

US Army Materiel Systems Analysis Activity
Aberdeen Proving Ground, MD 21005, U.S.A.

ABSTRACT. Current specifications to assess the performance
of tank gun fire control systems consider a non-maneuvering
vehicle as the threat. With the introduction of highly
mobile and agile vehicles to the battlefield environment this
type of vehicle movement is a subset of the potential man-
euvering that the threat is capable of executing.

Results of an investigation to determine the degradation

in performan.ce of fire control systems engaging maneuvering
threats are presented. Modeling of both the movement char-
acteristics of the threat and the possible alternate types
of fire control systems (i.e., manual, disturbed reticle,
stabilized sight-director) are discussed.

Existing tactical vehicles are shown to exhibit mobility
and agility characteristics which when combined with projec-
tile time of flight cause the performance of predictive gun
fire control systems to degrade in their ability to provide
accurate firepower. The identification of the sources of
projectile miss distance are identified as the tracking,
estimation and prediction processes and quantified results
are presented.

The potential payoff in performance realized when non-
linear prediction is incorporated into the design of pre-
dictive fire control systems is discussed. The design
challenge to develop an effective suboptimal multi-variable
fire control system is acknowledged and the benefits derived
from the application of such a design methodology are com-
pared to the performance limitations of existing gun fire con-
trol system technology.
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1. INTRODUCTION

This paper discusses the nature of land vehicle mobility
and agility and explores the ability of different types of
lead predictive fire control systems to effectively engage
such vehicle maneuvering. Existing performance specifica-
tions do not satisfactorily describe in quantitative terms
the level of maneuverability to be expected. Rather, the
present specifications define performance requirements for
fixed vehicle speed and heading movement. This type of re-
quirement has motivated the development of fire control sys-
tem designs that are significantly degraded for a maneuvering
threat environment.

In order to develop a realistic set of performance spec-
ifications that will stand firm when compared to real world
vehicle maneuvering, considerable care must be exercised to
establish a maneuvering vehicle criteria. The quantitative
description should be such that neither undue constraints
are imposed on fire control system performance nor should
they be so lax as to exclude realistic threat maneuvering
capabilities.

The present discussion is organized to present the follow-
ing material: (a) a quantitative model describing the nature
of land vehicle maneuvering, (b) different possibilities of
tank gun fire control system design, (c) sources and magni-
tudes of pointing errors when maneuvering threats are engaged,
(d) the utilization of firing doctrine to improve performance
and (e) an alternate methodology for the development of fire
control systems that offers significant performance improve-
ment. The information presented will contribute to an in-
creased understanding of land vehicle mobility and agility,
describe the degrading influence of maneuvering threats, and
suggest an approach that will provide an improvement in fire
control effectiveness against maneuvering threats.

2. MODELING THE MANEUVERING THREAT

2.1 Maneuvering Vehicle Modeling Methodology

The critical motion parameters of maneuvering vehicle
paths that degrade the performance of predictive fire control
systems have been identified in an AMSAA report [1] as cyclic
oscillations exhibiting frequencies that are within the man-
euvering capabilities of tactical land vehicles.

Tracking error, defined as the difference between target
and reticle position, does not in itself cause the perfor-
mance degradation. The inability of the fire control system
to determine the motion derivatives of the line-of-sight to
the target, and predict the future position of the target are
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the two main factors that cause predictive fire control sys-
tems to degrade when engaging maneuvering targets.

Improvements in the performance of fire control systems
operating against maneuvering targets can be realized by up-
grading the ability to obtain a better estimate of the threat's
line-of-sight movement and predict its future position as
shown in Fig. 2.1. A quantitative description of the man-
euvering threat is needed to evaluate the extent of the per-
formance degradation. To develop this description it is nec-
essary to consider the mobility and agility characteristics of
threat vehicle movements. A thorough description of antici-
pated maneuvering seems to defy identification because threat
maneuvers constitute a large set of possibilities even when
constrained by tactical doctrine and vehicle capabilities.
An analytic approach to describing maneuvers would view each
maneuver as being composed of elements from an idealized group
of movements. An empirical approach would view the maneuvers
as having actually occurred during limited tests of different
types of maneuvering vehicles. Neither of these approaches
provide a complete maneuver description, but a combinration of
these two approaches offers some advantages and is the ratio-
nale adopted. The analytic approach will partially overcome
the incompleteness of the empirical data base while the empir.
ical data will offset the mathematical idealizations of the
analytic methodology.

2.2 Empirical Approach

When using empirical data to demonstrate the performance
of a gun fire control system, baseline performance can be
determined with no concerns arising from idealization of the
maneuvers. Since the number of maneuvers will be rather small,
they neither provide sufficient information about the robust-
ness of a fire control design methodology nor the pathology
when the fire control system begins to degrade. When demon-
strating the performance of a fire control system against
experimental data, caution must be exercised to assure that
the empirical data is properly inputted to the fire control
system. Matching of the data rates and noise levels often
requires some preprocessing of experimental data to prepare
it for use in simulation studies.

A non-maneuvering vehicle path and three maneuvering pro-
files shown in Fig. 2.2 characterize the motion characteris-
tics of three types of maneuvering vehicles; an M60, Scout
and Twister. The position location data of the maneuvering
vehicles is obtained at a 10/sec rate which is required for
the accurate determination of the rates and accelerations
needed for the fire control system performance studies.
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2.3 Analytic Approach

As a supplement to the empirical approach the analytic
approach is used to investigate sensitivity effects for a
larger group of movements. Simulating new or pathological
maneuvers requires that the analytic capability superimpose
maneuvers arising from random disturbances and intentional,
voluntary vehicle driver commands.

2.3.1 Random Disturbances. The random disturbances may be
represented in terms of time histories or power spectral
densities. The time history approach is based on the devel-
opment of a mathematical model of vehicle movement influenced
by terrain effects and arbitrary driving habits of individual
drivers. It is assumed that for no random effects caused by
terrain irregularities or drive input, the vehicle would follow
a straight line-constant speed path. Maneuvers are viewed as
perturbations on this straight line-constant speed path.
Apparent acceleration a(t), accounts for the vehicle's devia-
tion from a straight line path. Maneuver capability is ex-
pressed by three quantities: the variance, or magnitude of
a(t), the cyclic maneuver frequency and the time constant of
the maneuver.

The apparent vehicle acceleration is correlated in time;
if the target is accelerating at time t, it is likely to be
accelerating at t+T for sufficiently small T. A representa-
tive model of the correlation function, O(T), associated with
the apparent acceleration is

(O)T = E [a(t)a(t+T)j

= 02 e- z cosWllTI

where a = reciprocal of maneuver (acceleration time constant

w = cyclic frequency of maneuver acceleration.

a2 = variance of maneuver acceleration.

The auto correlation function for a periodic random accel-
eration is shown in Fig. 2.3.

The vehicle can accelerate at a maximum rate A max(-A ax )
and will do each with a probability density of

A 2
02 =_ maX [1 + 4 P -Po]a max

The assumed acceleration probability density is shown in
Fig. 2.4.

A block diagram of a periodic random acceleration genera-
tor is shown in Fig. 2.5.
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The power spectral density representation is an alternate
way to express the random acceleration in the frequency domain.

The form of the power spectral density in terms of the parame-
ters used in the time domain approach is

2a2-2+ (a2+W 2)
2 ( = 2o 2c.

W1#+2 (a 2 _ i 2) 2+W2+i 2 ) 2

The shape of the power spectral density curve depends on
the quantity 3u1

2-a2 and is shown in Fig. 2.6. The peaking of
the acceleration power spectral density as shown in case b of
Fig. 2.6 is important because.this set of maneuvering vehicle
parameters yields the cyclic oscillations that have been shown
in Reference [1] to be responsible for the degradation of fire

control system performance.
Representative motion is synthesized by reconstructing the

time history from the power spectral density. This requires
a random selection of phases for the various frequency compo-
nents. The motion that is created has stationary statistical
properties and thus approximates the time history case with the
imposed limitations of a constant a2 and steady state operation.

2.3.2 Intentional, Voluntary Vehicle Driver Commands. Motion
of land vehicles over terrain is a complicated subject in itself
and will not be investigated in this study. It is recognized
however, that an interaction between vehicle horsepower, weight,
suspension, and locomotion concepts do combine with terrain
over which it is moving to provide different levels of mobility
with respect to a fixed reference frame. Therefore, different
vehicle designs will have different mobility levels defined
in terms of motion and derivatives of motion.

Agility is closely related to mobility and yet it is a
slightly different description of vehicle motion. Wherej mobi)ity describes the movement of a vehicle from one location
to another location in a given period of time, agility describes
the vehicle's ability to alter its mean path during that time
period. An example of these two parts of vehicle motion would
be to observe that a tracked vehicle travels from A to B in
100 seconds (mobility) while it executes several deceleration,
acceleration and oscillatory movements (agility).

2.3.3 Parameters of Typical Mobile/Agile Vehicles and Pro-
jectiles. T!he speed range of vehicles that will be considered
is 0 < A < 3 meters/S 2, and the linear deceleration is:
0 < A-< lf meters/S2 . The radial acceleration is 0 < A < 10
metersTS2 . The time of flight of the projectile is a function
of range between the fire control system and the evasive ve-
hicle and is 0.5 < t < 4 sec. The cyclic occurrence of the
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apparent motion of the evasive vehicle is 0 < f < 1/4 Hz.

2.4 Model of Maneuvering Vehicle Motion

The path traversed by a maneuvering vehicle proceeding
from point A to poipt B can be thought of as being generated
by moving on circular arcs connected by essentially straight
line segments as shown in Fig. 2.7. The radi of these circles
vary from 10 < R < - meters. The speed of the evasive vehicle
is < 15 meters/S as it moves thru the circular arcs. The
ntmber of circular arcs moved on while moving from point A to
point B, the total angle of the circular arc, the radius of
each and the speed variation over the interconnecting straight
segments between the circular arcs determines the mobility/
agility of the evasive vehicle. Orientation of the engaging
gun fire control system will establish a reference location
from which the apparent cyclic motion of the evasive vehicle
can be observed. Fig. 2.7 describes the relationships that
exist for head-on maneuvering of a threat vehicle. The apparent
velocities and accelerations are considerably different than
for a simple sinusoidal motion model. Fig. 2.8 shows the motion
parameters for a typical head-on engagement and Fig. 2.9 de-
scribes the apparent motion resulting from a serpentine man-
euver.

The random and intentional accelerations are summed to
obtain a resultant forcing as shown in Fig. 2.10. The apparent
motion from the combined models may be used in the place of
empirical data to simulate input to a fire control system.
The effects of vehicle parameter variations are readily ob-
served without resorting to additional field testing. A man-
euvering threat path generator is under development that will
simulate both the random and intentional movement character-
istics of vehicles.

3. FIRE CONTROL SYSTEM PROCESSES

The operation of all predictive fire control systems may
be thought of as occurring in three processes: tracking,
estimation, and prediction. Fig. 3.1 describes the relation-
ship of the processes in a fire control system.

Tracking is usually accomplished manually and is concerned
with the alignment of the sight reticle with the target. The
gunner is involved directly at this stage and accuracy of
tracking will be a characterization of the ability of any given
gunner to perform the task. Test data obtained from experi-
mental investigations can be used to determine tracking error
means, standard deviations, and correlation time constants
useful for building models of the tracking process.

Estimation of target present position is the process of
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filtering the tracking data the fire control system uses as
Lnput into the prediction process. Dependent upon the specific
fire control mechanization, i.e., disturbed reticle sight or
stabilized sight and the feedback loops involved, the identifi-
:ation of the dominant estimation time constant is established.
fhe quality of the tracking error will influence the performance
)f the estimation process.

Prediction of target future position to obtain intercept
between projectile and target is dependent upon an estimate of
the present motion of the target and time of flight of the pro-
jectile to the target. The output of the estimator is usually
not a complete description of the present motion of the threat.
Therefore, in general, the predictor does not have the necessary
information to theoretically calculate the threat's future posi-
tion. If restrictions are placed on the allowable threat
motions, then the predictor's ability to determine its future
position is improved. Oversimplification of allowable threat
motions has placed unrealistically simplified requirements on
the operation of the estimation and prediction processes.
Realistic threat motions are determined by the mobility cap-
abilities of tactical vehicles. In the past, the majority of
threats that have been studied have been nonaccelerating. The
requirements of an estimator and a predictor for this type of
motion are to combine the apparent threat velocity estimate and
projectile time of flight. The required lead is constant and
can be realized after some settling time. The existence of
accelerating threats requires the estimator and predictor to
develop constantly changing lead angles.

4. TYPES OF FIRE CONTROL SYSTEMS

4.1 Block Diagrams

The three basic types of fire control configurations in
existence are manual, disturbed reticle and stabilized sight-
director systems. They are identified in terms of how each of
the three fire control processes are mechanized. All existing
operational systems utilize the human operator to monitor the
difference between the observed target and the reticle and
null the error. The degree of participation of the human in
each of the three types of fire control systems is considerably
different. Concern about the stability of the closed loop
man-machine system is an important consideration in determin-
ing performance and is one of the primary distinguishing features
that separates the potential effectiveness of the three types
of fire control systems.

Fig. 4.1 (a,b,c) shows a simplified block diagram of each
of the three types of fire control systems. Aeas where the
tracking, estimation and prediction processes occur are
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identified for each system. In the manual system all three
processes are performed by the man and the machine serves only
to orient the gun line in accordance with the information pro-
vided by man. The tracking is performed by the man in the dis-
turbed reticle and stabilized sight-director systems, however
it is is accomplished differently. The estimation and prediction
processes are also mechanized differently in these two types of
fire control systems as seen in Fig. 4.1 (b~c). One of the im-
portant inherent advantages of a stabilized sight-director sys-
tem compared to a disturbed reticle system is the decoupling
of the tracking process from the estimation and prediction pro-
cesses as shown in Fig. 4.2.

The turret and gun position serve as the reference from which
the reticle is disturbed in the disturbed reticle system. Fig.
4.1b shows the involvement of the human gunner in the turret loop
for the disturbed reticle system and his absence in the turret
loop for the stabilized sight-director system is shown in Fig.
4.1c. The tracking process is therefore more isolated from
the estimation and prediction processes in the stabilized sight-
director system. The performance of the estimator is dependent
upon the performance of tracking and therefore the improved
tracking will enhance the ability of the fire control system to
develop velocity and acceleration estimates required for pre-
dictors that can perform effectively against maneuvering threats.

4.2 Prediction Considerations

Fire control systems may be futher classified by the so-
phistication of their prediction schemes, varying from man-
ually introduced lead to non-linear prediction. For this dis-
cussion, prediction schemes will be restricted to first andsecond order processes. Apparent velocity multiplied by pro-
jectile time of flight defines first order prediction and sec-
ond order prediction adds to this value the product of apparent
acceleration and one half the projectile time of flight squared.

It has been seen in Fig. 2.7 that large variations of
apparent velocity and acceleration occur for maneuvering vehicles
moving on serpentine paths. These variations have adverse con-
sequences on first order or linear predictors but may be ex-
ploited when second order predictors are used.

A detailed inspection of these variations in apparent
velocity and acceleration are shown in Fig. 2.9. The result-
ing apparent motion is attenuated compared to a simple ha-monic
motion model. The apparent velocity is continuous, but has
abrupt changes, the apparent acceleration has discontinuities
and the cyclic frequency of the apparent motion is a multiple
of the fundamental simple harmonic motion frequency which is
dependent upon the ratio of the angular magnitude of the cir-
cular arc of the vehicle's path relative to a complete revolu-
tion of simple harmonic motion.
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4.3 Example

To demonstrate the differences in performance of first
and second order predictors for threat maneuvers on sinusoidal
and serpentine paths the following example is given. A vehicle
is assumed to be moving at a speed of 10 meters/sec on a 28-
meter radius as shown on Fig. 2.8. The resulting radial
acceleration is 3.5 meters/sec2 and the cyclic period is 17.4
sec. This level of acceleration and velocity are representa-
tive of the performance charactetistics of existing military
vehicles. Assuming a projectile time of flight of 17.4 sec

or 1 of the simple harmonic cyclic period and then calculating

theylead error of different fire control systems engaging this
evasive head-on vehicle, an envelope of performance can be
determined for the first and second order predictors. Two
specific firing times are assumed; when the apparent velocity
is at a maximum value and when it is zero. Fig. 4.3 describes
the lead errors resulting from this analysis. Another motion
profile is considered where the evasive vehicle moves on a
+ 45o arc of the original circle and then transfers to another
similar circle having a reversed curvature similar to the
illustration shown in Fig. 2.7. 'le lead errors for this ser-
pentine maneuver are also listed in Fig. 4.3. Comparison of
the two sets of data indicates a wide difference in performance
of the first order predictor system for projectiles fired at
the time of apparent maximum velocity (i.e., 7.40 meters and
1.74 meters for the serpentine and sinusoidal motions respec-
tively). For the first order predictor a projectile fired at

minimum velocity will have the same lead error of 8 meters
for both serpentine and sinusoidal movement. Closer inspec-
tion of this difference in performance of first order lead
systems engaging mobile/agile vehicles moving from point A to
B will reveal that the serpentine model is more realistic than
the simple harmonic motion model which does not permit the
maneuvering vehicle to progress from point A to point B. When

the serpentine evasive model agrument is analyzed it is ob-
served that the apparent velocity is constantly changing and
never approaches a steady value as in the simple harmonic
motion case, therefore, the apparent acceleration is never in
the vicinity of zero for extended periods of time. This-set
of conditions persists throughout the apparent cycle of evasive
vehicle motion. If the apparent acceleration is seldom in the

vicinity of zero as it is for periods of the simple harmonic
motion model, then this fact can be used to improve the pre-
diction process. Incorporation of the apparent acceleration
in the prediction process provides significant improvement,
relative to the first order predictor, for the example being
discussed. The lead error in the situation where the projectile
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is fired at apparent zero velocity is the same in both the
sine wave and serpentine maneuvers, .27 meters, which is much
lower than the 8 meter error obtained for the first order pre-
dictor. For a projectile fired at maximum apparent velocity
on the sinusoidal and serpentine paths the lead error is 1.75
meters and 1.54 meters respectively. A tabular presentation
of these findings is also shown in Fig. 4.3 which shows the
dramatic improvement that can be realized by developing a fire
control system that has the ability to estimate apparent accel-
eration and combine it with flight time to develop a component
of lead that is not attainable for a first order or linear
predictor process.

S. SOURCES AND MAGNITUDES OF GUN POINTING ERRORS

5.1 Error Soucres

If ballistic effects are not considered, miss distance is
primarily a function of the tracking, estimation and predic-
tion processes. Some understanding as to the relative dis-
tribution of the errors for each of these processes will be
of interest. Fig. S.1 shows an envelope of miss distances
caused by tracking process errors for both manual and auto-

matic tracking systems. Threats exhibiting maneuver levels
up to 0.Sg were considered for the generation of these data.
Improvement in miss distance for auto track operation is
dramatic as evidenced by the narrow band compared to the wide
band for manual tracking. Other data, obtained from similar
fire control systems having a manual track system, which in-
cluded the error contribution of not just the tracking process
but also the estimation and prediction processes indicates
that the miss distance is much larger as shown in Fig. S.l.
For ain engagement range of 1500 meters and ass'ming that the
total miss distance is the root sum square of the individual
miss distances, the error contribution of the estimation and
prediction processes can be estimated from these data. If the
total miss distance is bounded between 2.8 meters and 1.8 meters
as shown on Fig. 5.1 and the tracking error for manual track
is bounded between 1.3 meters and 0.8 meters, an estimator
plus predictor error boundary between 1.15 .neters and 2.7 meters

exists. The ratio of the estimation and prediction errors to
the tracking errors is between .0% and 350%. These calcula-
tions indicate that the estimation and prediction errors are

at least as large as the tracking error and can be signifi-
cantly larger. For the estimation and prediction errors just

. . determined the total miss distance for an auto tracking system
is calculated, assuming the miss distance contribution due to
tracking error is 0.6 meters. The total miss distance for the -,

auto track system is not significantly reduced from the manual
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tracking system. This discussion implies that improvements
in fire control system estimators and predictors are as acutely
needed as the development of improved tracking systems. Not
until the introduction of maneuvering threats are the basic
limitations of the disturbed reticle fire control system fully
appreciated in terms of the distribution of errors between the
three processes. Improvement in the estimation process is
needed to provide improved second order prediction capability.
The essential requirement for improved estimation capability
is small tracking errors. The inherent capability of a stab-
ilized sight is generally accepted. The fact that the track-
ing loop in a stabilized sight tracker is a man-instrument
servo system and not a man-turret servo system permits the
fire control system designer to maximize tracking performance
capability.

5.2 Estimator and Predictor Errors

In Reference [1] a series of maneuvering paths were used
to determine the performance of different types of fire con-

* trol system predictors. A declassified presentation of the
-esults is shown in Figs. 5.2 and 5.3. Descriptions of the
maneuvering vehicle paths which were used in the study are
shown. A min-max envelope, similar to the tracking error en-
velope shown in Fig. 5.1 is used to describe the magnitude of
the errors. Different ranges, reflecting different times of
flight are included. The presentation is intended to illus-
trate the relative contribution of tracking and prediction
errors and further demonstrate the significant improvements
that are realized when the order of the pre.lictor is changed
from first to second. The prediction errors are subdivided
into four experiment groups to demonstrate the influence of
maneuvering level on the magnitude of the errors. Fig. 5.2
shows the small degradation caused by maneuvers not developing
apparent accelerations in excess of 0.05g. Also seen in Fig. 5.2
is the extreme prediction error degradation caused by a vehicle
developing peak apparent accelerations of 6 meters/sec2 while
executing cyclic oscillations of 1/8 Hz. The improvement ob-
tained by using a second order prediction capability is signi-
ficant. Fig. 5.3 shows errors caused by both the estimation
and prediction processes for a conventional fixed gain esti-
mator. Compared to the error caused by a first order predictor
only it is seen that the estimator contributes an additional
source of error. The design methodology alternatives used to
estimate apparent motion are discussed in a later section of
this paper. Plots of the performance index of the different
predictor levels and fixed gain estimator designs is shown in
Fig. 5.4 for both long and medium range engagements. For the '
medium range engagement the second order predictor is not
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significantly degraded. The fixed gain first order estimator
is adversely influenced by increased accelerations. For the
long range engagements, the predictors degrade rapidly until
the acceleration approaches 3.5 meters/sec2 . Thereafter, a
relatively fixed degraded level of performance is realized.
F6r the longer range engagements the knee of the performance
index for the first and second order predictor processes is
realized within the acceleration envelopes of tests that have
been conducted with existing tactical vehicles. High mobility
and agility capability as being anticipated in forthcoming test
programs is not required to demonstrate the inadequacy of exist-
ing fire control systems. This seems to augment the case for
obtaining improved estimator/predictor processes for fire con-
trol system performance improvement if these levels of mobility
and agility are to be considered as threats.

6. FIRING DOCTRINE

The prediction example discussed in Section 4.3 illustrates
the potential advantages of firing the projectile at a man-
euvering threat when the apparent velocity is at a minimum
value. It may be possible to exploit this situation by design-
ing a fire control system that mechanized this concept. Pre-
cedence for this approach currently exists within the training
programs for manual systems. The so called "ambush" tactic
calls for generation of a fixed lead coupled with firing of the
round as the minimum presented area of the tank is seen. This
"ambush" procedure can be interpreted as being a crude version
of a second order prediction, where the lead angle is one half
time of flight squared multiplied by the arrarent acceleration.
As seen in Fig. 2.9 the apparent acceleration is nearly con-
stant within a relatively large part of the arc of the serpen-
tine maneuver. The lead angle or offset is not too sensitive
to the apparent velocity, which is near zero during this time
period. The maneuvering vehicle time constants that control
this acceleration, which is aligned-normal to the tracks or
wheels of the vehicle, insure that the direction of vehicle
movement is not altered once curvilinear motion has comenced.
Knowledge of the magnitude and direction of the vehicle's vel-
ocity and acceleration with respect to the line of sight can
be combined to provide an automated second order predictor
that automatically combines maneuver characteristics with
optimum firing doctrine. Threshold levels on acceleration can
be used to select an option to use either first or second order
prediction. This adaptive feature would ensure that perfor-
mance against essentially non-maneuvering threats would not be
adversely influenced by higher order prediction systems.
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7. MECHANIZATION OF FIRE CONTROL SYSTEMS

7.1 Classical Fixed Gain Lag-Lead Filter

The classical method of filtering a noisy signal such is
the handle bar movement in a gun fire control system desigps
a single input - single output lag-lead filter which both
attenuates and phase shifts the tracking input signal. Ir
applications where the noise or handle bar jitter is suffi-
ciently removed in frequency from the tracking data related
to the maneuvering threat, this method attenuates the handle
bar noise and only slightly attenuates and phase shifts the
desired line of sight rate signal. The output of the filter
or estimator is the smoothed line of sight rate that is com-
bined with the time of flight in the first order predictor.
The gain of this filter or estimator is fixed, which means
that the band width of the fire control system is indepen-
dent of the maneuvering level of the threat. Fig. 7.1 shows
the signal flow input-output for this type of filter and
Fig. 7.2 shows the band pass characteristics of such a filter.

7.2 Sub-Optimal Adaptive Estimator

The possibility of obtaining improved fire control systems
by using multi-variable, sub-optimal estimators in place of
fixed gain filters suggests that the design of such a system
should be initiated [2]. The following discussion will focus
on the problem of threat modeling to illustrate the geometric
and computational considerations involved in the sub-optimal
methodology. The utilization of all available information
describing the threat is the most important distinguishing
feature that exists between classical fixed gain filters and
multi-variable-sub-optimal estimators. Fig. 7.1 shows the
input-output signal flow for for such an estimator. Emphasis
is placed on the development of a mathematical model of events
that occur in the real world. For a maneuvering threat-engag-
ing fire control system the model may be separated in two parts,
with each part having a deterministic and random description.
The formulation of the sub-optimal estimator requires that an
analytical description of both threat movement and tracking
sensor operation is contained in the structure of-the data
processing algorithm. Requirements for the statistical char-
acteristics of both the threat movement and tracking sensor
can be intelligently derived from engineering data. The in-
corporation of these descriptors into the overall structure of
the sub-optimal design filter methodology is summarized in
Fig. 7.1. Fig. 7.3 is a block diagram of the real world-
mathematical model interface used in this approach.

-353-

V.-. lw
-~~~~A _Y~.,--,-,4

F." P7



The orientation of the maneuvering threat with respect to
the line-of-sight is constantly changing for a maneuvering
vehicle. These geometric effects can be exploited when sub-
optimal filtering methodology is used. Vehicle movements are
characterized by mobility parameters defined in the body axes
of the maneuvering vehicle. In particular, accelerations pro-
duced can be described in terms of vehicle mobility and agility.
These vehicle oriented accelerations can be rotated into the
tracking sensor line-of-sight coordinate frame thereby pro-
viding an adaptive feature to the filtering process as shown
in Fig. 7.1. The band width of the filter is adjusted accord-
ing to the maneuver level of the threat vehicle. The ability
of the sub-optimal estimator to perform effectively is related
to the validity of the structure of the mathematical model.
In reality there cannot be a perfect match between real world
events and mathematical representations in the estimator and
this leads to the concept of a sub-optimal design. It is this
time varying performance that is correlated to the target man-
euvering which permits the sub-optimal estimator to provide
better estimates of the state of the apparent threat movement
than can be obtained from a fixed gain filter design.

8. SU LARY

An analytical description of a maneuvering threat vehicle
has been developed to study the degradation of fire control
systems performance. The fundamental processes of tracking,
estimation and prediction have been identified and related to
the three generic types of fire control systems currently in
existence; manual, disturbed reticle and stabilized sight-
director systems. The relative contribution of each of the
three processes to miss distance has been discussed and the
results of a simulation describing the sensitivity of the
order of the prediction processes to the miss distance is pre-
sented. Classical design methodology is compared to sub-optimal
design methodology and the performance improvements obtained
from second order or acceleration predictors is discussed.
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NAVAL FORCE STRUCTURE PLANNING

Leonard P. Collobin, President

Presearch Incorporated
Arlington, VA 22202 USA

ABSTRACT. A practical approach is presented for naval
force structure analysis which recognizes the important
policy/analyst interfaces at the beginning and end of the
planning process. Specific computation techniques are
not given, but concepts and methods of analysis are shown,
together with examples of intermediate and final results.
What is stressed is the logical breakdown of the force
structure planning problem from broad policy and scenario
considerations, down into sub problems which are analyz-
able by conventional military operations techniques. Then
results are consolidated into force structure alternatives
useful to and understood by policy level decisionmakers.

This approach was used for the quantitative analysis
in the recent U.S. Navy SEAPLAN 2000 Force Structure Study
for which the author was technical director. Some force
option summaries from this study are shown to illustrate
the output.
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1. INTRODUCTION

1.1 Naval force structure planning is a logical process
that links national, defense and navy policymakers, and
naval analysts. This paper presents some views about how
such planning can be accomplished in a practical way, and
draws upon the experience of the author, especially the
recent SEAPLAN 2000 Study performed in the United States
for the Secretary of the Navy.

1.2 First the hierarchy of the force structure analysis is
presented. Then a means is given for breaking down broad
requirements for naval forces into analyzable parts, and
then recombining them into force structure alternatives.
Each stage of the analysis is then discussed in practical
terms.

2. FORCE PLANNING ANALYSIS

2.1 Planning Hierarchy

2.1.1 Naval force planning begins with identification of
the missions and roles of the navy in the accomplishment
decision-maker is presented with the predicted results for

alternative force structures, for accomplishing the same
national objectives. Some of the steps illustrating the
ensuing logic are shown in Figure 1. In the figure, the
downward flow signifies segregation of the variables, while
the upward flow represents the aggregating, or consolidation
phase of the analysis. In the latter, discrete one-on-one
engagement results are pulled together to ultimately reflect
the predicted outcome of the conflict.

2.1.2 Viewed from the top down, the force structuring pro-
cess breaks down high level national scenarios and naval
missions into analytically manageable campaigns, operations,
group and finally unit engagements. Along the way, each
step is characterized by more detailed models, inputs,
assumptions and results. From the bottom up, results from
models at each level have to be consolidated into tactical,
strategic, scenario and fiscal options understood, and able
to be acted upon, by the highest policy levels. Here the
mass of detailed results and trends have to be joined to-
gether into meaningful (usually more simplified) form to
be useful.



[National Policymakersj

Na ioaScnrs
[Naioal Scenarios

I Naval Campaigns

Sentivity Analyses

Figure 1

~~;I .~,,Naval Force Structure Analysis Hierarchy
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2.2 Broad Approach

2.2.1 The basic principles used in the quantitative analy-
sis recognize that there are force structures appropriate
to different national policies and naval strategies, and
the total force in each case is the sum of all the parts.
These parts should account for: (1) all the roles and
missions for which the navy is assumed responsible; (2)
time phasing, which considers transit times and the sequenc-
ing developed in the scenarios that reflect strategies and
tactics for both sides; (3) units out of actiop or unavail-
able as the result of operational attrition (such as mechan-
ical failures), losses to enemy action, and scheduled
maintenance, overhaul or modernizatin; and (4) assets whicb
provide support to other navy forces (including fixed
installations).

2.2.2 The force needed to accomplish a set of objectives,
such as maintaining the sea lines of communication (SLOC),
begins with forces in being at the start of crisis or con-
flict; takes credit for the generation rate of new (or
activated reserve) forces over the period of the conflict;
and the residual force required to be on hand at the
cessation of hostilities in sufficient numbers to satisfy
national criteria of "winning."

2.3 Scenarios

2.3.1 The critical politico-military interfaces, or link-
ages in force planning occur at the beginning and end of
the analysis process. At the beginning, scenarios are
created which describe the types of conflicts in which naval
forces are likely to be engaged; the agreed-upon threat;
and roles and missions for the navy in support of national
policies. At the end, the quantitative analysis will relate
the ability of alternative forces to accomplish these ob-
jectives, and at what cost, so that the policy maker has a
basis for allocating his resources.

2.3.2 The results of analysis are frequently driven by the
assumptions made; scenarios are no different. Hence the
scenarios have to be drawn even more carefully than some
of the detailed inputs for the later quantitative studies,
since scenario assumptions will spread through the entire
analysis. An overwhelming level of detail should be avoided
at the scenario level, since such detailing tends to minimize
flexibility and creativity in force options and usage.
However, sufficient detail is needed that adequately des-
scribes: (1) a realistic and believed chain of politico- - -

military events; (2) own and enemy order-of-battle; -- 4--
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(3) deployments of own and enemy forces; (4) the time frame
and time schedule of the events, and (5) significant details
such as warning and tactical surprise in a buildup spanning
peacetime, contingency and wartime conditions. Backing up
the scenarios is a detailed threat assessment that identifies
specific platforms, combat suites, weapons and supporting
technical characteristics that are inputs to effectiveness
models.

2.4 Depicting the Conflict

2.4.1 The next step is to develop naval campaigns and
operations within the context of the scenario, much along
the lines of preparing war plans, or laying out war games.
It is important that both sides utilize their assets in the
best way to accomplish their own objectives, and so it is
frequently useful to designate own and enemy tacticians
and strategists as members of the analysis team.

2.4.2 The identification of campaigns involves breaking
down the scenario along geographic or time phased lines,
such as Western Region Defense, SLOC Protection, Home
Defense, Retaliatary Phase, which are readily identified
by the non-military policy maker. Operations are linked
to roles for naval forces (mine countermeasures, convoy
escort, shore bombardment against bases) as the determinant
of the types of engagements expected during the conflict.
An illustrative breakdown is shown in Table 1.

2.4.3 The outcome of this part of the planning process is
a family of detailed force movements and warfighting
sequences; timetables for the action, and identification of
encounters between opposing forces at the task group or
one-on-one level. A tabulation of these encounters provides
a checklist of engagement models (detection, closure, attack,
reattack, etc.) needed for each area of naval warfare
[antisubmarine (ASW), antiair (AAW), antisurface (ASUW),
mine, amphibious, air strikes, harbor defense--]. The
complexity of the conflict and forces involved also indicate
the method (manual or machine) and form of the accounting
model used to aggregate, time phase and generally keep
track of the results of lower level engagements.

2.5 Engagement Analysis

- , 2.5.1 The tie-in between engagement analysis and the over-
all force planning hierarchy is illustrated in Figure 2.
Some examples of combat systems and measures of effectiveness
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TABLE 1

ILLUSTRATIVE NAVAL PORTION
OF NATIONAL CONFLICT

Campains Operations

SLOC East . ASW patrol

0 ASW escort

0 Surface patrol

0 Contact prosecution

• Mine countermeasures

a Support

SLOC West 0 ASW escort

* Mine countermeasures

• Protect fisl'tng fleet

0 Support

Homeland Defense 0 Defensive mining

• Coastal patrols

• Support

Protective Strikes . Protective reaction
strikes against naval
bases

* Naval gunfire support

* Amphibious operations

0 Support

'
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EXAMPLE EFFECTIVENESS
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location error,aI

44 acquisition probability, Pa
M44torpedo WEAPON hit probability, P h

single shot
Destroyer (DE) ormfo ce kill probability, P ssk

Submarine (SS) THREAT 'j counterkill probability,4P
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Convoy Escort TASK GROUP ships lost

SLOC protection OPERATION tons delivered
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are shown for an ASW-oriented example. Each element of the
combat suite supplies its unique entry to the performance
models, which when combined with tacuical inputs and the
behavior and characteristics of the target, yield estimates
of unit effectiveness. These can be combined to predict
task group effectiveness.

2.5.2 Using the illustration of Figure 2 which describes a
convoy escort, it is the destroyer combat suite that pro-
vides the building blocks for computing overall SLOC pro-
tection effectiveness. Starting with the basic threat
inputs on submarine population and distribution from t:he
scenario, the frequency or likelihood of occurance of

submarine encounters is established, for example from
barrier models. Conversely, the probability that a sub-
marine is detected by convoy escort screens is given by
acoustic search models, assuming here for simplicity that
sonar is the only available sensor. (In a real case, all
sensors on all platforms that could provide alterting and
detecting events, would be considered).

2.5.3 The events from detection through classification,
localization, attack, reattack, target hit and kill are
depicted as conditional probability terms in a weapon
system effectiveness (WSE) model. The inputs to such
models may conveniently be obtained from generalized
relationships of the type and form shown in Figure 3,
which in this case is from a statistical, "cookie-cutter"
model applied to a large kill radius weapon dropped

against a submarine. The advantage of generating a data
base of such parametric relationships, is that as weapons,
threats, etc. change, the impact of such changes can be
read imediately.

2.5.4 Counterkill by the target is considered in a similar

WSE model, and final results can be expressed in the
form of exchange ratios where the combatants can both be
attrited in an engagement. The logic flow for such a model
is illustrated for a submarine/destroyer engagement in

4 Figure 4. The models can range from simple, expected value
types, with aggregated, statistical inputs derived theo-
retically or from at-sea tests, extending all the way to
complex, very detailed simulations that address all of the
operational, technical and environmental factors simulta-
neously.
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2.5.5 It is worthwhile to comment that the credibility
and accuracy of the results of the analysis are not
necessarily related to the complexity and detailing of the
models, but are more likely to be governed by the quality
and realism of the assumptions and numerical inputs. The
writer has also observed that frequently too much of the
initial analysis effort goes into model development, or
preparation of inputs and utilization of very complex
models, whose level of detail may exceed the quality of
rough technical or cost input data. It is believed valuable
to start with a more balanced, first-order approach which
quickly establishes principal trends, key variables,
critical assumptions or gaps in the data, the magnitude and
form of the results, and identifies areas needing and justi-
fying further, more detailed examination.

2.5.6 Along sixailir lines, it is usually more efficient
and meaningful to select a "baseline" case and run it
through the entire analytical process, before attempting
to formulate and execute a large number of parallel cases.
By selecting mid range, "normal" characteristics for the

4variables in the baseline, it is possible to rapidly develop
a good feel for the number and extent of excursions that
need to be tested to satisfy a meaningful matrix of results.
These can often take the form of sensitivity checks, with
relatively few variables perturbed at one time, and which
provide very good insight into the trends of the results.
These sensitivity studies are appropriate for examining
the effects of such changes as tactics employed by both
sides; alternative combat suites; threat characteristics
and the impact of new technology on sensors, weapons and
platforms. The analysis of these perturbations, in turn,
is the basis for the alternatives and cause and effect
relationships that are presented to the policy-level
decision-maker.

2.6 Costing

2.6.1 Many of the decisions relating to naval force size
and mix involve consideration of the cost to buy and
operate naval assets. This writer has observed that the
quality and refinement of effectiveness analysis often far
exceeds that of cost analyses, despite the fact that a
decision may be made on cost-benefit grounds, or sometimes

-' I with offsetting technical factors, on the basis of cost
alone. It is a disservice therefore to combine eloquent
analytical results with very rough cost estimates,
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claiming an eloquent resultant. Here again, the baseline
case concept applied to costing, provides a good feel for
where to emphasize detailed costing.

2.6.2 Since costing is usually regarded as a "softer"
area of analysis, typically with large uncertainties, it
follows that independent checks are helpful for increasing
confidence in the results. For example, generating inde-
pendent "top down" and "bottoms up" costs provide
management-and technically-oriented views, as well as
numerical comparisons of the same item. (Top down costing
usually refers to estimates developed from broad gauge
cost factors, indices, prior production or extrapolation
from related programs. Bottoms up costing usually refers
to item-by-item, piece/parts costing, in which all of the
cost components are identified and summed).

2.6.3 Because the manner in which budgets may be drawn
affects the decision process, several kinds of cost esti-
mates are frequently needed. The initial buy, or acquisi-
tion cost, is of obvious interest since it represents a
near-term event, and is a first order guide to the relative
expense of alternatives. Life cycle costs (LCC) take into
account operating and support costs and the useful life of
an asset, and may include the cost of modernizing or
updating to improve effectiveness and extend the useful A

life. Unless there are significant differences between
alternatives in useful life or the other long-term cost
items, LCC tends to smear differences between alternatives.
This is especially true when the real issue may be more
sensitive to the near-term availability of funding.

2.6.4 While the main thrust of this paper is not costing,
a checklist of life cycle cost items is included for
convenience:

* purchase of hardware, including spares,
test and peculiar support equipment

e management of the procurement process,
including preparation of drawings, speci-
fications, and purchasing and standard-
ization efforts

* research, development and test of new
systems, components or interfacing
equipment
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operating costs, including manpower,
fuel, expendable items, repair and
maintenance

o support costs, including training, base
operations and logistic support

* modernization and upgrading of existing
systems.

3. PRESENTING THE RESULTS

3.1 Approach

3.1.1 Going back to the aggregating process in the first
figure, the task is to bring together unrelated encounter
results in minesweeping, ASW, amphibious warfare, etc., into
naval mission/national objectives terms. A pattern for con-
solidating these results is suggested below, whose end result
is to display what different force levels, mixes or capa-
bilities can accomplish, and at what cost. Some inter-
mediate results are illustrated for the hypothetical conflict
shown in Table 1, and some final presentations are
illustrated by borrowing from SEAPLAN 2000 examples.

3.1.2 The steps involved in consolidating results of the
analysis are given below and discussed in the following
paragraphs.

* Unit and task group engagement results
are correlated against their MOEs as
force size or capability vs. results
achieved and losses suffered

o Each event that employs naval forces is
identified, and the force required to
accomplish a defined objective (e.g.,
80% SLOC throughput) is computed for
each event

o Time phase the events, and compute
forces needed for all events comprising
a naval operation

o Similarly, time phase naval operations
and compute forces needed for all
operations comprising a campaign

o Account for losses and unavailability

and provide for support forces

om
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9 Combine campaign results for each
scenario

Generate force alternatives and compare
them in terms of effectiveness in meeting
missions and objectives, and at what cost.

3.2 Examples and Discussion

3.2.1 One form in which one-on-one and group engagement
results can be consolidated, and which provides a para-
metric data base for excursions, is shown in Figure 5. The
upper ASW curves relate convoy escort force size to pro-
tected ship losses under different threat conditions, and
the lower curves relate mine countermeasure force size to
ship losses to mines. Results can be scaled for different
combat suites or mine types, on the same axes. These
curves can be used to determine what force capabilities
are needed to satisfy objectives such as achieving an 80%
throughput in the SLOC (which may be based on policy and
military grounds).

3.2.2 If naval forces were not multimission, and time
phasing or location prevented units from handling more
than one task over the period of conflict, then the total
force needed would be the sum of units required to per-
form all of the tasks independently. But time phasing
frequently allows the same forces to be used for different
tasks separated in time, allowing of course for transit
times to shift locations, if needed. An example at the
naval operation level is the repeated use of the same
destroyer for convoy escort, except as limited by simulta-
neous convoys. A case at the campaign level might be
shifting minesweepers from SLOC defense after harbors are
cleared, to homeland defense coastal patrol in later
stages of the conflict.

3.2.3 An example of force sizing for a campaign broken down
by separate naval operations, is given in Table 2. Numbers
of ships, boats and aircraft required to accomplish patrol,
escort, etc., objectives are shown, first computed as
independent events, and then after taking credit for time
phasing. By way of illustration, suppose that a total of
six submarine contacts needed to be prosecuted by aircraft
over the period of conflict, but that they were so spaced
in time that they could be handled by two aircraft. Then

~, ~-, K-383-
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FIGURE 5

TYPICAL AGGREGATED ENGAGEMENT RESULTS

-384-

'?:f ok - i

__________ - ~'~Y.



TABLE 2
ILLUSTRATIVE CONSOLIDATION OF ENGAGEMENT

REUL, SLOC EAST CAMPAIGN

Numbers of Platforms Required
Operation rndependent Events lWith Time Phasing
________________Ships Boats A/C IShips Boatsl A/C

ASW Patrol. 3 - 10 2 - 6
.4SW Escort 4 - 3 -

Surface Patrol 4 20 4 3 12 2
Contact Prosecution 4 - 6 -2 2
Mine Countermeasures 6 - 4

Support 6 -o I--
Sub-Totals 27 30 20 18 18 f10
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the indicated force requirement would be two aircraft, as
shown in the table. A simple accounting model is used to
keep track of all forces. (Even for the complex SEAPLAN
2000 analysis, a manual force accounting model was found
adequate).

3.2.4 Table 3 illustrates the campaign level of aggrega-
tion, introducing the concept of scenario variations, and
providing for forces that are unavailable. (The latter
applies to ships in overhaul or operationally unavailable.
Losses to enemy action are included as part of the basic
force estimates derived from the engagement analyses).
This example has been extended to show what increments are
required over an assumed available baseline force in being,
together with the estimated cost for procuring the force
increments.

3.2.5 Some interesting examples of an approach to succinctly
summarizing the results of a major, detailed force analysis

1/
are given in the SEAPLAN 2000 Summary, - and are repeated
here. Table 4 shows alternative force structures developed
from worldwide force allocations, building up from combat
suite and unit performance estimates and one-on-one engage-
ment analyses just as described above. The ships shown are
"notional," that is, characteristics for actual classes
have been normalized to some baseline performance. Ship-
building costs to meet the force levels shown for each
option in the year 2000 are given in Table 5 for the Five
Year Defense Plan (FYDP) period, which is the usual
planning cycle for the U.S. Department of Defense.

3.2.6 The linkage between the force structures in Table 4
and the accomplishment of national objectives is illustrated
in Table 6. In this case, the matrix entries reflect
analyses of force requirements under a wide range of
scenarios generated using Defense and Navy guidelines. The
value of this presentation has been stated to be that it
bounds the problem from a peacetime through full scale war
climate, and provides a very concise, bottom line assess-
ment of the alternatives.

l] U.S. Department of the Navy, SEAPLAN 2000, Executive
Summary, UNCLASSIFIED (March 28, 1978).
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TABLE 3

ILLUSTRATIVE CONSOLIDATION OF CAMPAIGN
FORCE NEEDS AND COSTS
(results time phased)

Scenario # 1 Scenario # 2
CampignShipu 7 Boats A/C Ships Boats A/C

SLOC East 18 18 10 6 8 6

SLOC West 10 12 6 10 12 6

Homeland Defense 2 24 2 4 20 4

Protective Strikes 8 30 * 12 30 *

4Sub-Total 38 84 18 32 70 16
Unavailable at 15% 6 13 3 5 11 2

Totals 44 97 21 37 81 18
4Force Added to Baseline 9 27 3 2 11 0

4 Procurement Cost 1450 54 9 1100 22 0

S79M5112
51 in

-Would utilize non-navy assetsX
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TABLE 4

SEAPLAN 2000z ILLUSTRATIVE OPTIONS FOR YEAR 2000 NAVY

SHIPS OPTION 1 2PTOPTIO N 3

SSBN 25 25 25___

cl 10 12 ____4___

SSN 80 94 98
AEGIS SHIPS 10 24 28
SURFACE COtiBATAKTS 210 252 272
AM'PHIBIOUS SHIPS 52 66 78

TOTAL 39 53 8

TABLE 5

ISEAPLAN 2000: ILLUSTRATIVE SHIPBUILDING COSTS
I (FY 79 $B)

FY 79 FY 80 FY 81 FY 82 FY 83 79-83 Average

Option 1 4.7 5.9 6.5 6.3 5.5 5.78
Option 2 4.8 7.6 8.2 7.8 8.9 7.46
Option 3 4.8 7.6 8.6 8.6 9.2 7.75
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4. CONCLUSION

Naval force structure planning is a synthesis ofqualitative and quantitative analysis. The policy linkageis that different scenarios and campaigns qualitatively
define the job to be done by naval forces, while thequantitative analysis measures the ability and cost of*alternative force structures to do these jobs. Thesuccess of this planning process depends on close coupling
between policy makers and analysts first in setting ob-jectives, and then in understanding and assessing the
options.
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A LOGISTICS REIQUIREIWN1 STUDY

ROXALD C. RUSH
LINUTMIANT COLONL, USAF

Logistics Staff Officer
Deputy Chief of Staff - Systems and Logistics

Pentagon, Washington. D.C.

ABSTRACT. This paper presents an analytical model of
logistics requiremen'ts necessary to support a theater war
scenario. Theme requirements include medical, materiel,
personnel replacements and transportation and are i
generated from the employment of friendly military forces
and equipment against apostulated enemy threat. Ti
model analyses the individual phases of the war scenario
and geneates logistics requirements by type of class/unit,
location within the battle area,, supply points for
distribution of materiel, and transportation modes for
movement of the materiel. Medical casualties by type andj
transportation capabilities by type of unit are also
Identified, All1 logistics requirements are capable of

being identified by variable time phases of the war.
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I * nhODUCTION

11. overview

Logistics (SIGNALOG) System is a current logistics
simulation model which identifies theater logistics
requirements. SIGNALOG is a total logistics analysis
system in that it Is capable of handling supply and
transportation requirements for all classes of mtrial.
At the same time, being a computerised set of models,
individual segments of the system cam be analysed in depth.

1.2. SIGRALOG Structure

SIGMALOG has two basic parts, SIGNALOG I and SIGMALOG no.
SIGMALOG I 1wovides an analysis of the intra-theater
requirements necessary to support an employment of fares,
SIGNALOG II cmpaza~s requirements generated by SIGRALOG I
with the assets available and the capabilities of the
Intra-and inter-theatoz, trnsportation systems. Our
application Is omay addressing SIGRALOG I at this time,

1i3 ST(NALTG Phase*

thog he mjrpae Wpmla(weiu.in)

The employment of the SIGALOG System progresses

simulation and post simulation, The preimulation phase
includes defining the scenario; determining the method of
operation and the conditions and assumptions which must be
included; the collection and identification of doctrina,conceptional, intelligence, and operational guidance, n
the acquisition of required data. The simulatioa phase
involves the preparation of necessary input data in
prescribed forats, the running of the computer models and
the analysis of model reports. Any simulation may require
the recycling of the entire scenario at rerunning of
selected models until acceptable results are attained iLoo,
the optimum practical employment of manpower,, material and
facilities, The post-simulation phase involves preparation
and publication of the report.

2. SYSTM PAMMNIUS

2. 1. Regions

Baployment of the SIGMALOG System, whether In total or in

.~ '~ 392-
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part, requires the definition of the basic parameters. The
georphi cal area in which the military operation is
postulated ust be described in sufficient detail to permit
Identification of significant tactical and logistical
operations at key points. This is facilitated by dividing
it into subareas, called "regions", in which these key
points are located. The forward regions on the forward
edge of the battle area (FEB) are occupied by tactical
units such as combat units and armored brigades. To the
rear of the forward area, regions are established in the
oat sone to represent higher echelons in the command and
support structure. In the commanications zone (COioZ),
regions are normally established for each major logistical
omplex. Airfields and seaprt, wherever located, may be

included in the above regions or designated separate
regions.

2.2. Time Periods

The time span of the military operation being simulated
must be divided into segments, called "time periods", which
will perait the post-simulation of tactical operations and
the examination of logistical operations at significant
periods of time during the operation. An initial time
period - time period 0 - Is 'ued to represent a moment in
time Immediately preceding the initiation of combat
operations, which are assumed to begin on D-day.

2.3. Roles

The Forces included in the scenario have been identified
a a function or role, in order to associate types of units
by role to Varying levels of activity resulting in more
detailed logistic* support requirements. Typical roles for
Army units are combt, air defense, combat support and
combat service support. Role codes for Prisoners of War
(POWi) and Refugees can also be analyzed. Therefore, in a
forward region, as an example, during a single five day tine
period, combat units could be in Intense combat, air defense
units could be operating at a reduced level of activity,
combat support units could be operating at a normal level of
activity and combat service support units could be operating
at a resery level of activity. The levels of activity,
i.e., intense, normal, reduced and reserve are input against
each of the units in the applicable regions so that their
variations in activity can be measured in the amount of
material requirements generated.
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3. SYSTEM DESCRIPTION

The components if SIGMALOG I are a set of data base
programs and logistics-function simulating computer-
assisted models as followes (See Fig. 1)

3.1. Force Employment Data Automation (FDA) Programs

These are a series of ADP routines developed to provide
automatically certain portions of the large volumes of
input data required by the Data Base Piograns (DBP) and the
Force Ehployment Model (FE4). The FJDA Programs reduce
significantly the manual coding and verification processes.
In addition, they provide the data more efficiently and
timely.

3.2. Data Base Programs (DBP) I - V

These routines accumulate information from three sources,
reformat these data elements to provide capability with the
processing procedures of the entire system, and copy these
data on magnetic tapes. The restructured data serve as
input to certain other models in the system. The FEDA--pro-
vided troop list is an initial source to the DBP. Among
other Army automated files which serve as a second input
source are the Computerized Movement Planning and Status
System (COMPASS) File, the TOE Mnster File, and the DCSLOG
Data Processing Center (DDPC) Unit Weight File. The third
input source is manually input card data.

3.3 Force Eployment Model (FM)

The FMN simulates the time phased deployment and employ-
sent of forces and the variable postures of combat and
combat support forces. Produced from this simulation are
certain related workloads, troop lists, and strength
aggregations. These provide input to the subsequently-
processed functional models. The FN program require data
from FEDA and DBP magnetic tape files and manually-prepared
cards. The tape files contain infcraation defining
characteristics of the troop units and their equipments.

41 Policies must be provided for the deployment and employment
of troop units, among which are specific time on position

* and location of employment. Routing rules must define
theater arrival time and intra-theater routing. Further,

' T -the model simulates activities of additional groups of
personnel. Refugee and Prisoner of War (POW) factors are
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includod particularly because of the significant effect
these activities have on material requirements. Combat unit
peaks can be identified in the form of total manpower
available due to mobilization of reserve units and movement
of active units. Forward regions would normally include
artillery, tank and motor type units during early time
periods. Air Defense units would be actively engaged during
the initial periods of a war when opposing forces would be
striving for air superiority. The analyzation of the
resultant data from this model will provide an overall
assessment of the wartime status of all units at any time
period.

3.4, Medical/Replacements Model

The Medical Model computes workload imposed on the
medical system while supporting theater military operations
Echelon workloads are presented in terms of hospital beds
required and distribution of patients through evacuation,
returned to duty, and death. Time-phased personnel replace-
ments for all non-returned to duty, killed in action, and
missing in action are required. Such quantities determine
the impact of receipt, processing, and intra-theater move-
ment on the Material and Transportation Models. Troop-
strength information is received from a FZ1 tape file.
Medical policies pertaining to hospitalization and evacua-
tion and casualty factors are card input. Output reports
provide medical requirements in terms of fixed and non-
fixed hospital beds. The Material Model calculates
material support for patients occupying beds. Regional
time-phased replacements are generated by the Replacements
routines. Gross values, sums of the wounded in action,
disease and non-battle injured, killed in action, and
missing in action are reduoed by returnees to duty.

3.4.1. Wounded In Action (VIA)

Depending on the scenario being used, the majority of
the WIA usually occur in the front most regions along the
FHAA during the initial periods of a war.

3.4.2. Killed In Action (KA)

Similar to the VIA statistics, the overwhelming
majority of the KIA usually occur in the front most regions
during the early time periods.
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3.4.3. Disease and Non-Battle Injury (D&NBI)

The DNBI casualties in the forard regions are generally
not significantly greater than those in the rear regions.
In fact some of the regions other than the front-most
regions to the FMA may show increases in DaNBI casualties
since non-battle injuries could increase as units move to
the rear most region.

3.4.4. Missing In Action (MIA)

The majority of the MIA'S occur in the front-most regions
in th. initial periods of a war.

In analyzing the overall casualties the one interesting
statistic that stands out is that the total D&NBI
casualties almost always equal or exceed the total
casualties generated by the other three categories
(K1A, VIA and MIA). Hospital bed requirements would be
generated by time period as the casualties occur. The
personnel replacements required are generated by the model
to meet the casualties that were killed, wounded or missing
as well as those D&NBI casualties that were not returned to
duty.

3.5. Material Model

3.3.1. Inplace Stocks

This model quantifies selected operational aspects of a
theater supply system. Requirements are receipt, storage,
and hipment of material. Upon these material tonnages are
based a significant portion of the intra-theater transports-
tion requirements and the facilities needed to store the
supplies. Tape file input from the Force Uployment Model,
modified by Medical/Replaceaents values, contains troop
strengths to be supported in theater regions for
appropriate time period intervals. Troop strength is
classified by "user" a term denoting an aggregation of
personnel consuming material at a common rate. Input card
data define user consumption rates in poi'nds per man per
day, according to resupply and stock-level policies. The
supply system utilizes a chain of supply nodes, signifying
supply-handling activities or depots, at which specified
levels of material are received, stored and shipped. These
sites are connected by transportatioi links over which

supplies in specific quantities anrm moved. Inplace stocks
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are established at these supply nodes at the beginning of
time period 0.

3.5.2. Resupply Levels

Resupply begins when the material requirements exceed
the available stock level. Initially customer demands
are net from prescribed and basic loads of supply available
at the unit level. Exhaustion of these quantities creates
a demand for replenishment, which is met by pulling the
proper amounts from the direct-support node. This replen-
ishment action causes the node to examine its stock status,
i.e., stock level, in relation to its computed stockige
objective. The stockage objective is the computed stock
level the node must attain by the next time period
increment. If the stock level has fallen below the
stockage objective, a replenishment action is generated.
It is transmitted to the next supporting node in the chain
which satisfies the demand, examines its own stock level in
terms of its stockage objective, and so on through the
defined system. The last node (s) in the theater chain
pulls from the CONUS source to attain its required stock
level. See Fig. 2. Material is considered in the model by
supply class or subclass category. All 10 DOD Defined
classes of supply can be used or these supply classes can be
sub divided into as many as 20 different categories.
Resupply activities calculated at each node include the
number of short tons by material received, stored, and
shipped, by category and time period interval. Shipments
of material over the resupply links account for major
transportation loads.

3.5-.3. Operation

Forward supply nodes are usually class oriented such as
Ammunition Supply Points (ASP's), POL Supply Points (PSP's)
or Direct Support Units (DSU's). Supporting these supply
nodes are General Support Units (GSU's) and finally in the
rear areas the Depots support the GSU's and DSU's. To
illustrate the use of this model, we will address the
mechanics of how one class of material is portrayed, class
V - ground ammunition, for example. The model output
generates short tons of ammunition consumed at each supply
node within each corps area. Additional ammunition
consumption would be generated at rear areas by security
forces. The largest portion of the ammunition would be
consumed in the front regions at those forward supply

-398-



4'A

CONUS SOURCE

0Direct Support Unit

General Support Unit

SDepot

FIGURE 2 SUPPLY NODE D)ISTRIB~UTION

I39
- Iw

4. 4"



nodes (in this model they represent Ammunition Supply
Points). The shipments to replenish issued material are
generally issued from the closest intermediate depot or
General Support Unit which stocks required ammunition.
Each of the supply nodes are identified in a resupply
chain for each class of material. Through the analysis of
this data it can be determined in which time period and at
which supply nodes the initial stocks will be depleted to
the point of requiring resupply. By knowing this require-
ment in avance we can better prepare the material and
transportation systems to respond to anticipated require-
ments. Also by continually comparing the stockage
objective for each class of material with its stock level,
we cin program for a resunply of material from the CONUS
supply channels.

3.6 Major Item Resupply Model

This model determines the time-phased major item
losses and resupply of selected line item numbers (LIN) of
equipment for the deployed force, and the percentages of
air and surface movement of these required assets to the
theater. Inplace stocks are input at the beginning of time
period 0. Input data include parameters defining loss rates
stock levels, percent of air shipment rates, etc. Selected
authorized LIN densities are calculated from data contained
on DBP and FiM files. Applying loss rates to these data
produce replacement requirements. Another routine computes
prestock levels and time-phased stockage objectives.
Resupply calculations relative to each inter-nodal movement
link and each nodal storage point are performed. End
results are time-phased movements of LIN'S lost by the user,
quantities to be moved between nodes and to be stored at the
nodes, and total quantities to be transported inter-
theater by air and sea in order to maintain stock levels.
For the active weapons; i.e., howitizers, long range guns,
etc., the replacement factor is relatively high because of
the weapon systems proximity to the FEBA. Since the losses
are directly proportional to the units activity, once full
mobilization has occurred the loss rate remains fairly
constant. By analyzation of the loss rate of equipment,
operational and logistics planners can determine when the
equipment loss will affect a combat units capability to
fight. Based on equipment losses, resupply would be
initiated upon receipt of CONUS shipment by sea except for
critical Class VII items which would be airlifted into the
theater during the early stages of a war.
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3.?. Ammunition Resupply Model

A basis for determination of time-phased resupply re-
quirements for selected items of ammunition, identified by
DOD Ammunition Code (DODAC), is available through this
model. Calculations are dependent on weapon density,
tactical activity, expenditure and loss rate data, and
stockage levels. Ammunition policies and factor modifica-
tion are input by weapon system subset and by user code.
These factors are translated by the program to the DODAC
associated with each subset and user code. Tape data from
FEN files provide troop unit information and an equipment
:Vile from one of the DBPs provides LIN authorization per
troop unit. Ammunition is considered in rounds by type,
fuses, charges, propellants, primers, grenades, etc.
Options also exist to apply variable expenditure rates as a
result of differing intensities of combat and loss rates for
anmunition intransit and in storage.

The Ammunition Model in most applications examines the
critical weapon systems. For Army units, for example, this
night include weapons such as M-16, 105 and 155 howitzer,
1 5 gun, machine guns, helicopter weapon sub-systems, etc.
The model input for each of the weapon systems is in rounds
per weapon per day. This gives better accuracy to the
output since it is weapon systems oriented. The weapons
density provided from the Data Base Program is given a
rounds per weapon per day factor as well as a modification
factor which increases or decreases the expenditures
depending upon the activity (intense combat, normal combat,
etc.) of the unit assigned a given weapon system. The
result is ammunition expenditures per time period by
individual DOD Ammunition Code. The following example will
illustrate this computations

Unit A has 100 weapon systems X
Rounds per weapon per day for weapon system Xis 10
Modification factors are as follows:

Intense Combat 2.0
Normal Combat 1.0

Reduced Combat .6
Reserve Position .2

5 days in one time period.
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The computation of expenditures for this weapon system,
assuming it expended one type of DODAC, would be as followss
(Assume intense combat) 100 weapon systems X 10 rounds per
weapon per day X 2.0 (modification factor) X 5 days -

10,000 rounds expended per time period.

The highest expenditures of all types of ammunition as
would be expected, occur during the early phases of a war
with some sector expenditures for similar weapon systems
significantly hIgher thvan another sector, Expenditures
could be very high during this period for the howitzers,
tanks, artillery, mortars and automatic weapons. The
model output is identified by both DODAC expenditures and
weapon system expenditures for all DODACs. This models'
capability for such precise measurement makes it very
critical to wartime analysis by being able to rapidly
pinpoint not only when individual DODACs will become in
short supply but the specific locations (ASPs, Depots, etc.)
so that resupply shipments can be expeditiously made.
Shortfalls in ammunition availability when compared with
requirements can quickly be made.

3.8. Transportation Model

This model is one of the key elements in the entire
SIGMALOG system. It computes requirements for transpor-
tation units to support the postulated operation, i.e.,
light truck companies, rail car trains, etc. and
independent cargo carriers to receive, discharge, and move
troop units, personnel replacements, and resupply material.
This model has the capablity to determine the location,
time period of occurrence, and degree of deficiency of anyI transportation constraints. Roadways and railroads can be
excluded from use for a given number of time periods to
represent a more realistic situation as it would exist in
wartime. The model is capable of accomplishing movements
over five transportation modes--pipeline, air, rail,
highway, and inland waterway. In accomplishing movements,
the model computes the actual number of transportation
units required and reports any deficiencies in net
capacities. This permits a comparison between customer
estimates and model-calculated requirements.

Movement between transportation nodes are designated as
links. Each link is assigned a capacity in terms of

short tons per day of movement. Actual movement by time
period when compared to stated capacity idontifies links

444

P0- -



where deficiencies occur. Movements between transportation
nodes are designated as either priority, preference or
least-cost movements. The type of designation will either
force a certain movement to occur before others or allow
movements to occur until the capacity of links are exceeded.
Capabilities of airfields and ports to accommodate influx of
materiel can be examined in great depth. Penalties can be
applied to ports, for example, to force the model to use
certain ports first for certain type of cargo. Types of
cargo to be identified could be troop units, replacements
bulk pol, construction, etc. Port operations can be
identified as to that cargo to be off-loaded in berths
versus that cargo to be off-loaded in-strea or at
anchorage, The number of port operations teams by time
period can be determined at each port from the amount of
cargo moved through the port. The sane data can be obtained
for airfields in comparing the amount of tactical
air versus logistics air that can move through the airfield.
Intra-theater air requirements can also be determined.

4. USES OF SIGMALOG

The general intent of the SIGMALOG System is to use it
as an automated logistics planning and analysis tool
providing various data that when properly analyzed would
assist in making decisions concerning logistics support.
One by-product of the application of the SIGMALOG System is
the capability to create the nucleus of an automated data
bank that can be used by all levels and branches of the
Military.

Specific uses identified for the SIGMALOG Models ares

4 *1 Validating mobilization plans.

4.2. Validating regional assignments.

4.3. Determining material support requirements by quantity
(short tons), location, and time phasing.

4,4. Determining POW and Refugee flow patterns and
planning for adequate class I, II and VIII support at
collection points.

4.5. Determining hospital bed requirements with varying
casualty rates.
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4.6. Analyzing impact of personnel replacements on the
transportation system.

4.7. Determining quantity and time period of CONUS
resupply by class.

4.8. Determining critical losses for Major End Items.

4.9. Determining percentage and amount of air versus sea
resupply for Major End Items.

4.10 Determining Ammunition requirements by time period,
DODAC, weapon system, weapon system subeet, region
and Army levels.

4.11 Calculating expenditures of weapons systems at
different firing rates and levels of activity.

4.12 Determining transportation units shortfalls in
transportation networks requiring capacity overloads.

4.13 Determining optimum in place stock requirements by
class,

This list could go on and on, but it should be evident
by now that the potential to logistics planners is
tremendous, Allowing for reprogramming of the models,
many more applications can be accommodated.

On a larger scale the long-range goal is to use the
SIGMALOG models to review and up date operational plans.
It would be feasible to run a Command Post Exercise, Field
Traiing Exercise, etc. and then test the results with a
SIGMALOG analysis of the exercise to determine reliability
of the exercise results.
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METHODOLOGY FOR ASSESSING THE TRUE WORTH
OF PERFECT FORECASTS

Graham W. Winch,
Durham Univer'sity Business School,

Mill lill Lane,
Durham DH 3LB, England.

The principal thrust in forecasting literature and
research is towards the development of more accurate
techniques. This effort results in practising managers
being faced with an ever-expanding array of more complex
methods. This contrasts with recent findings by the
author that firstly, many managers regard the study of
the role of forecasts in decision-making as of much more
importance than technique development, and secondly, the
study of the nature of the control processes is critical
in the determination of required levels of accuracy.

This paper describes the use of the system analysis
and simulation approach of System Dynamics in the examina-
tion of the effects of typical forecast error, especially
systematic bias and random noise, on the behaviour and
performance of three business control systems.

The conclusions drawn from this work are:

(1) Many systems are likely to include mechanisms which
result in high insensitivity to forecasting error,
in such cases there is little utility for perfect
forecasts and simple, chear forecasting techniquesare likely to prove adequate. D'

(2) System Dynamics, used in this way, forms the basis
for a methodology for the systematic evaluation of

. :_ , perfect forecasts, and the quantification of the
effects of various types and levels of error on
system performance.

Keywords: FORECASTING, EVALUATION, SYSTEM DYNAMICS,
METHODOLOGY.
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1. INTRODUCTION

1.1 Purpose of this Paper

This paper describes the evolution of a methodology for
assessing the true value of perfect forecasts in business 4
control systems, and for determining the levels of fore-
casting accuracy required in particular situations to
achieve satisfactory system control. The process of this
evolution is firstly the analysis of current thinking 4 J
concerning technique development and the utility of
forecasts, secondly the description of an extensive
program of simulation experiments designed to examine
the effects of foiecasting errors on system behaviour and
control, ajd thirdly the formalisation of the methods
used in the simulations into a rigorous and systematic

-methodology for evaluating the role of forecasts in any
real business situation.

It is hoped that this methodology will go some way,
towards bridging the 'technology gapt between forecasting
technique development and practical applicability; as
Wood(l) has stated:
'I

"Given the pace at which forecasting techniques have
developed over the last few years, it is not surprising
that at times the ability to generate forecasts seems
to overwhelm any matching capability to evaluate them
and integrate them into on-going decision situations".

1.2 Types of Forecast Errors and their Causes

Forecasting of all management processes is vulnerable
to errors, these errors being functions of the natural

.' variability of the real world or as a result of the fore-
casting processes adopted: It is clearly to reduce the
size of these errors that such an array of complex fore-

:, : : casting techniques has been developed. It is not the .- ',primary purpose of this paper to concern itself with

sources of forecast error but rather with their effects -/

on system behaviour. It is appropriate here, however, to
describe the nature of the various types of error that

:/ .might be present in any forecast.

Bias is the systematic and consistent over- or under-
estiiiiion of a forecast variable. This error may arise
from the character of the forecasting technique, e.g.

2 -406-
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simple averaging and smoothing methods will lag behind a
trend and unless corrected will under-estimate a rising
trend and over-estimate a falling one. (This is known as
"velocity error" in control engineering). Alternatively

there may be some fault in the data collection procedure
which introduces the bias, for example a sales revenue
forecast might consistently fail to deduct agent's
commission. A third possible source of bias is a function
solely of the character of the individuals who prepare
and/or use forecasts. They may be naturally optimistic
or pessimistic and inadvertently allow this to be reflec-
ted in their forecasts, or there may be the deliberate
adjustment of forecasts which produce bias, e.g. salesmen
may under-estimate sales forecasts if they suspect that
their figures will be returned to them as targets.

Noise or Random Error is the other major error component
apart rom bias, and all forecasts would be expected to
include a component of this as residual error. This error
arises from those aspects of the system, the forecast
variable and the forecasting process, that occur on a
purely random bias, and because they are random, individual
values cannot, by definition, be predicted in advance.
The best that can be hoped for is that a frequency distri-
bution be identified which can indicate expected ranges
and probabilities for various error levels. It might also
be that where the residual error contains a component that
is not strictly random - e.g. short term serially
correlated errors - these might be identified. Again this
error can arise from a number of sources - as a function
of original time-series which depend on random factors like
weather, and random errors introduced during data collec-
tion, forecast calculation or information transmission.

' : The Smoothness will also be a function of both the
nature of the forecast process and the technique adopted.
It would clearly be expected that aggregate forecasts
would produce a smoother pattern than forecasts for
individual elements, and similarly monthly figures would
not be so sensitive to random day-to-day fluctuations as
daily or weekly figures. Smoothing and averaging methods
are probably the most common forecasting techniques and
will clearly produce a smoother pattern than the original
time-series. It may be desirable to smooth out day-to-day
fluctuations with such a method, but the level of smooth-
ing may be critical in terms of the technique's ability to
deal with longer-term cycles or with changes in basic
pattern like step rises.
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The nature of information delay is obvious, but its
cause may result in a constant delay e.g. from normal
time involved in collection of data, calculation of fore-
cast and transmission of results, or may have a random
or variable delay, e.g. absence of forecasting staff,
breakdown of telecommunication or computing equipment or
inefficient use of information in decision-making.

1.3 Approaches to Forecasting in the Literature

In order to determine the balance of emphasis between
technique development and the utility of forecasts and
forecast methods, the author recently classified the
articles on forecasting in issues of ten prominent manage-
ment science and general management journals into five
categories representing the differing approaches to fore-

jcasting adopted in each. The full analysis appears in
Winch(2) but can be summarised as in Table 1.

Table 1 -Emphasis in Forecasting Literature

Classification of Article Frequency

1. Mathematical Theory and Technique
Development 19)

2. Comparison of Techniques in isolation
using typical statistical measures l 4
of accuracy 12 47

...A 3. Reports of the use of specific )
techniques in various applications 16)

4. General philosophy (including state- 8 :4
of-the-art articles) 8 41'

5. Articles recognising role of forecasting
in control systems and implications
for whole-system behaviour 9

"64
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As can be seen, there is a very strong bias towards
technique orientated papers with very little emphasis
being placed on the relationship between forecasting and
system behaviour. This clearly illustrates the problem
identified in the quoti from Wood in Section 1.1, and
strongly contrasts with the views of practising managers
as recorded in another survey reported in inch(2).
The overwhelming view of the managers was that, from
theirpoint of view, technique development has gone as far,
if not further, than needed and that what is now required
is research and development of an applied kind - case
studies of successful applications of simple and complex
methods, guidelines for the use of forecasts, and studies
of the inter-relationships between the forecasting and - -
decision-making processes.

One group of published work which does include consi-
deration of this last aspect are reports of studies of
business problems which have adopted the System Dynamics
approach (see Section 2.2). These include -the works of
Barnett (3), Coyle(4) and Swanson(S) and a discussion
of these together with an hypothesis as to why the System
Dynamics approach tends to highlight such inter-relation-
ships is given in Winch(6)..
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2. SIMULATION EXPERIMENTS WITH THREE BUSINESS SYSTEMS

2.1 Purpose of the Simulation Experiment Program

The program of experiments was designed to study the
effects of errors or degradations, of the sort described
in Sect' I 1.2, in forecasts on the behaviour and perform-
ance of three buziness control systems. Simulation is an
ideal medium for such a study, as it allows the
researcher to isolate changes in behaviour that are due to
particular changes in system structure or parameters
without fear that other factors either -internal or
external will have changed.

It was also hoped that by. adopting a simulation method
which uses a structural approach, i.e. models causal
relationships, it might be possible to relate particular
aspects of the systems' responses to forecast errors, to
structural features of the system, thereby gaining an
understanding of the interrelationships between the
forecasting and decision-making mechanisms.

2.2 The System Dynamics Approach

System Dynamics was origin'lly developed by Forrester
and others at M.I.T. in the 19SO's to study the dynamic
(i.e. time related) behaviour of industrial systems, but
has been used over the years to study all forms of
*managedt systems - socio-economic, ecological, social
and Judicial, besides business systems (see, for example,
Forrester (7,8), Coyle(9), Sharp(10), Goodman(ll) which
give full discussions of the theory and a number of
practical case-studies).

Most managed systems are highly complex structures of
flows, physical and information, constraints, policies
and decisions. System Dynamics is an approach for study-
ing such systems through the examination and analysis
of the feedback loops formed within the structure, and
by relating this analysis to the behaviour of the systems
both in reality and in simulation experiments. This
process enables the analyst to consider the effects on
system behaviour of changes in the basic structure,
either caused by external influences or internal policy-, • changes. "

. -410-.
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The basic promise of System Dynamics is that these
managed systems, be they business or otherwise, can
be considered analogous to physical systems like those,
for example, in process plant. The analyst can therefore
study their behaviour using the same theory and methods
as the Control Engineer uses in his process control. In
this respect he uses the concepts of flows and integration
of flows into levels, of information feedback, the nature
of positive and negative feedback loops, of control theory,
and of conservative systems - i.e. that all materials have
to be accounted for and cannot be lost or created in a
process, only transformed.

The computer simulation of System Dynamics models can
be carried out using any computer language which can
accommodate the time-related difference equations but a
number of purpose-written languages have been developed.
The principal two are DYNAMO(12) the language originally
developed at M.I.T. and DYSMAP(13), a compiler developed
at the Bradford University System Dynamics Group (U.K.)
which translates DYNAMO-type equations into FORTRAN, and
runs in FORTRAN.

2.3 The Generation of Forecast Errors in the Models

The simulation models, as discussed earlier, are based
on the actual structure of three business systems and
naturally each includes forecasts of one or more
variables (the models are described individually in 2.4).
It is of no concern in this study how errors in these
forecasts might arise, of interest is how the various
types of error in each forecast affects the behaviour
and performance of the systems.

The process of study is therefore to run the model
with 'perfect' forecast(s) to obtain a base level of
performance, and then to apply various degradation factors
to each forecast to simulate different kinds of error -
systematic bias, random error, information delay and level
of smoothi:,g. In this way changes in system performance
can be related directly to particular kiads and magnitudes
of error as the controlled conditions of the simulation
ensure that all other factors and conditions remain 4
unaltered.
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For the purposes of this methodology forecasts must be
divided into two categories - forecasts of exogeneous
variables (i.e. variables which are fed into the model as
time-series) and forecasts of variables generated
internally. In the former case a 'perfect' forecast is
simply obtained by using the same time-series as the actual
input, with an appropriate lead-time representing forecast
horizon; degraded forecasts being obtained by applying the
appropriate error factor. With internal variables, the
forecasts have to be generated mechanically for the
'perfect' case and congenital errors may be present - the
degradations are therefore applied in addition to any
already there. It is felt however that this limitation is
acceptable for the comparative purposes of this work.

2.4 A Brief Description of Each Model

Clearly in a paper of this type there is no place for a
lengthy discussion of the three models used. They are all
described fully elsewhere(2). However, as each model
was used to examine forecasting in a slightly different
context it will be of value to highlight these differences
by discussing each model briefly.

2.4.1 PRODINV Model

The first model examined represented a very simple
production-inventory system for a one-product line with
delivery from stock. The structure of the system is shown
in Figure 1. This diagram maps out the inter-relationships
between the variables in the system and is known as an
Influence Diagram - see Coyle(4) for a full discussion of
the mapping process. The principal control mechanism in

j :: , "this system is for production start rate and this depends
on a forecast of demand for the product, and an error

control mechanism based on the discrepancy between a
desired inventory level and the actual level. -

The main purpose of this simple hypothetical model was
to study the changes in behaviour of the system produced
by various errors in the demand/consumption forecast. To

:.
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this end the input demand patterns to the system were
standard control engineering test patterns: a step (sudden
change in level), a ramp (steady up- or downward trend),
and a sine wave (representing cyclical pattern) and under
examination were typical aspects of system transient and
steady-state characteristics. The forecast degradations
tested were smoothing, systematic bias and information
delay.

2.4.2 TANKER Model

The second system examined concerned the chartering of
crude-oil tankers. This highly complex model was origin-
ally developed by Coyle(4) for a major oil company, and
has been adapted by the author to study the forecasts in
particular. The system is concerned with the control of
the company's tanker fleet in order to ensure the' trans-
portation of crude oil to refineries to satisfy fluctuat-
ing demand for oil products. Of critical importance is
the composition of the fleet which consists of a small
proportion of owned ships, a majority of time-chartered
ships and a residue of spot-chartered tankers. A much
simplified diagram showing the basic structure of this
system is shown in Figure 2. The five underlined variables
are the forecasts studied.,

This system differs from the previous one in that it
includes a direct quantifiable measure of system perform-
ance which can be used to compare the effects of error
on the five forecast; the measure is CUMEXP - the company's
total cumulative (over 10 years) expenditure on its
tanker fleet. The exogeneous inputs to the system were
the growth rate in GNP in North West Europe (the market
for the oil-products) and the charter prices for spot- and
time-chartering. These simulation experiments were
concerned with the effects of bias and random error in
each of the forecasts on system performance and factors
representing these errors were introduced as discussed -

earlier.
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2.4.3 BLDSOC Model

The final model under study was one developed by the
author to examine the role forecasts could play in the
control of the flow of funds from Building Societies.
These societies are non-profit-maKing institutions con-
cerned almost exclusively with providing finance for
private house purchase for owner-occupiers and which pro-
vide nearly 80% of all such funds in the U.K. The cash-
flow system is very simple. Societies can lend out funds
they receive from investors (mostly small savers), repaid
mortgages, and income from mortgage and investment interest.
The assessment of performance of the system however is
very complex - the societies must maintain certain account-
ing ratios, assess themselves in terms of growth in assets
but probably most impurtantly by government and society,
including their own investors, by their ability to supply
a smooth and steady flow of funds. (The simplified
structure .Z this system is also sbown in Figure 3 with
variables identified on Table 2).

This system differs again from the previous one in two
ways. Firstly the complexity of assessment of performance
means that no quantitative performance measures were
really appropriate but rather subjective evaluation on the
basis of graphical output was used. Secondly, the society
modelled used current values rather than forecasts of
sources of funds in izs allocation procedures. This model
was designed therefore to first assess which forecasts, if
any, iould prove of v lue in improving performance, and
seco dly the sensitivi'-y of the system to errors in those
for( -:asts.
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AD.3 Adjustment required to control liquidity ratio

AINT Actual depositors' interest rate

CAMfiP Repayment of loan capital
COMINT Commercial interest rate (C)

CGPRAT Composite income tax rate (0)
CONTRES Contribution to reserver

CORPIAX Corporation tax paid

OTAX Corporation tax rate (C)
DEPWA Table of deposits

DE=. Desired liquidity ratio (C)
DESRE Desired reserves

UmE Desired reserve ratio (C)
EXPSFCT Management expenses factor (C)

FClipping function

FEEC Income from fees, comission etc.
FYFCT Fees income factor (0)
FIGURES Total figure-forms basis for mortgage aflocations

ICTAX Income tax paid on behalf of depositors

ITPAID Interest paid to depositors

IRAT Basic depositors' interest rate (C)
DWELAL Investors' (depositorat) balances
LAADS Adjustment in allocation to control liquidity

LIQASS Liquid assets

LIQRTIO Liquidity ratio
LRADJT Time for liquidity adjustment (C)
MXS Management expenses (costs)

MMULA Mortgage allocation rate

INRGASS Mortgate assets
M=INC Income from mortgage interest

N=URAT Mortgage interest rat%) (C)
MOJUTUP Mortgage take-up rate

NIIC Net income (subject to Corporation Tax)

RESD Dscreanc in esevesare indica-
ted as (0)

TMIX Totl suietyexpeases

TTIE Mortgagje take-up delay (C)

)z~ able 2 LisAt of Variable Names for BILDSOC Model
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3. DISCUSSION OF THE SIMULATION RESULTS

3.1 The Nature of the Results and Conclusions

It is a fact that over two hundred simulation runs
were performed during the course of the simulation
experiments and clearly it is neither possible nor
desirable to discuss them all or even summarise them all
at this time. It is the author's intention rather to
discuss the major points and conclusIons that emerge
from the experiments and to illustrate these with
examples where appropriate. A full and complete descrip-
tion of all the results appears in Winch(2),. and the
TANKER results are discussed in Winch(14).

The conclusions from the simulation program centre
on three main points:

(1) The general relationship between forecasting and
forecast error and system stability.

(2) The desirability of forecasting particular
variables in attempting to improve system
performance and general conclusions regarding
sensitivity of systems to errors in forecasts.

(3) The relationship between the response of systems
to the forecasting functions and particular
aspects of the system's structures.

3.2 Forecasting and System Stability

The experiments with the PRODINV model were basically
concerned with the question of the relationship between
forecasting, forecasting error and system behaviour and 4
controllability, and accepting that the PRODINV model is
of a very much simpler form than would normally be
expected in business situations, some useful and
extremely interesting conclusions can be drawn from this
series of experiments.

V,_ . .....
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(i) The experiments established that the incorporation
into the system of any stable forecasting systems
based on consumption does not affect the basic
stability of the system.

(ii) Normal errors found in forecasts, viz bias, noise
and information delay also do not affect the
stability of the system. This implies that a
system exhibiting unstable behaviour cannot be
rectified by simply improving the forecasting
function to remove these types of error.

(iii) The using of a smooth forecast certainly does not

necessarily mean smooth productio.,.

(iv) Throughout all these experiments there is absolutely

no clear indication that the use of a 'perfectt
forecast will lead to the best system performance
(it has generally been assumed here that smoothness
in production rates and the level of inventory stay-
ing close to the desired level have been the
principal aims of the controller). In most cases
there has been little or no difference between the
result for any of the degraded forecasts against
that for the 'perfect' case - on a number of
occasions one or more of the degraded forecasts
actually appeared to give better performance.

-.. While not advocating the deliberate inclusion of errors

in forecasts, it would seem to the author that in a case
such as this, an attempt to eliminate any small errors
that might be present in the forecast would be of somewhat
doubtful benefit.

3.3 The Desirability of Particular Forecasts and System
" ~Sensitivity _.

The second two models studied - TANKER and BLDSOC
offered the opportunity for examining the value of
particular forecasts in actual business systems, in the
former case for existing forecasts in the latter for
possible new forecasts.
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Tables 3 and 4 summarisv the results for the TANKER
experiments and indicate the sensitivity of the system
to random error and systematic bias in each of the five
forecasts in turn.

Noise

In order to examine the system behaviour with respect
to random noise in the forecasts, a noise function was
applied, in turn, to each forecast. The noise function
used was the DYNAMO NOISE function which produces random
numbers uniformly dist::ibuted between positive and negative
limits. The limits chosen for these experiments were
+10%, +20%, +30%, +40%, +50% and ten simulation runs were
conducted for each-pair of limits. (The random numbers
were serially correlated in so far as a SAMPLE function
ensured the same error was used over monthly intervals).

Table 3 summarises the results for each of the five
forecasts at each level of error. It is useful to compare
the effects of various levels of error for each forecast
with the base (no error) value for cumulative expenditure,
and also to consider what sort of level of error would be
acceptable for each of the forecasts.

Briefly one might conclude that for two of the forecasts,
the performance is so unaffected that no serious concern
need be taken at all, in two other cases errors of the
order of +20% to 30% would be quite acceptable. Only in
one case the short-term forecast of product offtake -

would any real attempt be needed to produce an accurate
forecast.

Bias

The second set of experiments consisted of applying a
number of bias factors to the same five forecasts. Again
this work is not concerned with how the biases might
arise, but is simply comparing system performance assuming
them to be present. The bias factors applied were:

PERF: Bias factor 1 1, hence the system assumes a
perfect forecast is available

PESSI: Bias factor = 0.9, a pessimistic forecast
assuming the forecast is always
underestimated by 10%
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Short- Short-
Forecast H!ed. - Long- term terni

GNP Term tenn Product Spot-
Growth Demand Owned Off- Charter

Error Rate Forecast Tonnage take Price
Base Value 45.43 45.43 45.43 45.43 45.43 A

Mean 45.50 45.50 45.47 45.61 45.50
S.D. .02 .01 .06 .52 .01.

20Mtean 45.51 45.73 45.45 45.97 45.52
'S.D. .03 .08 .15 .75 .01

M.ean 45.50 46.08 45.63 45.50 45.52
3%S.D. .04 .20 .31 1.28 .01

40Mean 45.51 46.14 45.72 45.93 45.52
S.D. .06 .37 .52 2.17 .011

50%, ?ean 45.53 46.66 45.85 48.04 45.53
S.D. 1 .08 .60 .55 2.03 .02

TABLE 3 COMMEX (f100n) W~ITH NOISE IN FORECASTS -

AForecast Short- Short-J
Mld. - Long- tern tern

GNP Tern term Product Spot-
Growth Dsmand Owned Of f- Charter

Bias Rate Forecast Tonnage take Price 1

PERF 45.43 45.43 45.43 45.43 45.43

PESSI 45.26 45.43 45.37 46.84 45.50

OPTIM 45.64 45.48 45.i2 44.44 45.45

EXAGER 45.52 45.47 45.25 46.78 45.49

CONTRA 45.34 45.43 45.63 44.59 45.45
_ _ _ _ _ _ _ _

TABLE 4 CIJMEXP (flO0rn) WITH BIASED FORECASTS
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OPTIM: Bias factor = 1.1, an optimistic forecast
assuming the forecast is always
over-estimated by 10%

EXAGER: Bias factor varies, it is +10% when the market
is rising (i.e. when GNP growth is accelerating)
and -10% when falling.

CONTRA: Bias factor varies, it is the reverse of the
EXAGER case and is -10% in a rising market and
V.V.

Again the results are summarised in Table 4, and show
the simulated company's cumulative expenditure on shipping
with each biased forecast, (the. forecasts were biased one
at a time) and the minimum cost result is underlined for
each forecast. It can be seen from this table that none
of the applied biases, again with the exception of the
product offtake forecast, alters CUMEXP by more than about. £
a half percent.

The author has also set out to discover the optimum
values of forecast bias which produced minimum system cost,
and the results of these experiments are discussed in
Winch(15). Briefly they were:

Growth Rate in GNP : FRGAT : Optimum Bias = 0.032

Company Demand Forecast : MDFC : " = 1.00

L/T Forecast of Owned
Tonnage : LTFOT : " = 1.59

Actual Product Offtake : APOI : " = 1.06

Expected Spot-charter Price ESCP • " " = i.18

- The implications of these results are quite startling
in one case there is a suggestion that a forecast should
always be '0', and in another it even seems to suggest
that the forecast should deliberately be biased up by 60%

* in order to achieve minimum cost performance! Figures 4
and 5 show the graphical output for the model with perfect J--
forecasts and the optimally biased forecasts to enable
comparison to be made between the general dynamic behaviour.
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In the case of BLDSOC the study was two stage in that
firstly the efficacy of possible new forecast(s) had
first to be examined and, secondly, the sensitivity of the
system to errors in these forecasts. As stated earlier
assessment of performance was complex and basically subjec-
tive; however two means for quantitative assessment were
devised. The first was the calculation of mean absolute
deviation (MAD) and mean squared deviation (MSD) of the
rate of new mortgage allocations about a central value -

this gave a measure of smoothness of the flow of funds.
The second produc7ed a measure of the time that a critical
accounting ratio lay outside particular limits (i.e. +1%,
i2%, and +3% about the desired level of 15%) - this gla\ve a
measure oT financial controllability.

Table 5 summarises the results for the first stage
and it can be clearly seen that in only one case - FORDEP -
would the inclusion of a forecast be expected to improve
system performance. The improvement in smoothness of
mortgage allocations (MORGTUP) and in control of the
accounting ratio (LIQRTIO) can be confimed by reference to
Figures 6 and 7 which show the graphical output for the
current no-forecast situation and where a perfect forecast
of net deposits is available. (Net deposits - NETUEP -
is the exogeneous input to this system).

With regard to the random error and bias that would be
expected in any actual forecast of net deposits, the
results were equally encouraging in that even with random
error of up to +50% or with systematic bias of up to
either +25% or :25% performance of the system was still
significantly better than with the current practice of
using current values only. This can be confimed by
reference to Figures 8 and 9 which show the graphical
output for +50% Random Error (Noise) and -25% Bias.

The basic conclusions to be drawn from these sets of
experiments are that systems are quite likely to exhibit
insensitivity to forecast errors, and that those forecasts

critical to system performance (either in existing or
proposed forecasting functions) can be identified using
System Dynamics simulations.
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Tablo 5 Performance of BLDSOC Model with
Prospective Forecasts Incorporated

Proportion of

Deviations in run that
Run MORGTrup LIQRTIO lay

Des cript ion outside limits

MAD(10) MSD(10 12  +1% +2% +3%

BSC2.74 12.96 74% 33%0 15%

Current Practice
-No Forecasts

I ORDUP 1.94 5.43 40% 0 0

Forecast of Net
D~epos its

FORGN' 2.77 13.17 61% 32% 8%

Forecast of
Capital Repay-
ment Rate

FORLIQR 2.41 9.24 51% 33% 22%

F/C of LIQ.
RATIO0
Exp. Sin.t 6m.

FORLhQ1R 2.79 11.80 84% 55% 39%

F/C of LhIQ
RAT' 104
Lxp/Smi.t=12 in.

FORLIQR 5.60 44.53 84% 70%0 52%

F/(C of LIQ. J
RWHO
Trend Adj .Sm.ooth

FORDUiP + FORLIQR 2.04 5.93 41% 0 0

(Comabinat ion)Q
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3.4 Relationships between Response to Errors and
System Structure

It was found during the original analysis of the
results that the response of the systems to particular
forecast errors frequently became less surprising or
unexpected when a careful study of the system was made
to establish how that forecast was used in decision
processes or the nature of variablesto be forecast.

Two examples illustrate this point well. In the first
case one of the forecasts in TANKER was used to switch a
policy from one option to another. With this mechanism it
was only in rare marginal circumstances that an erroneous 4

foiecast would lead to selection of the 'wrong' option,
and so over the ten-year run errors in the forecast
produced only a very sligtt reduction in performance.

An example from the BLDSOC program concerns one of the
prbspective new forecasts. This forecast was of one
source of funds available for allocation as mortgages,
and it was a very smooth slow-changing flow. It would
not therefore be expected that the forecast for 5 months
ahead (the forecast horizon) would differ significantly
from the current value, and so use of the current value
would likely prove quite satisfactory in decision-making
and little improvement would be expected from introducing
a forecasting function.

In the studies the structural analysis was done as a
'post mortem' to identify the -reasons why particular
aspects of behaviour had occurred. It might be expected "

- - therefore that in further studies of this nature, many of
the results might be predicted by such a Lrior analysis,
thereby negating the need for some, if not all, of the
simulation process. This analysis had certainly emphasised
the validity of the opinions of the managers in the survey
mentioned in Section 1.3 who stated that understanding of
the role of forecasts in decision-making is probably more
important than further technique development.
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4. DEVELOPMENT OF AN ASSESSMENT METHODOLOGY

4.1 A Rigorous and Systematic Approach

It is a fact that the vast majority of books on fore-
casting and technique selection discuss desirable levels
of accuracy and imply that some sort of cost-benefit
analysis be carried out in order to find an optimum fore-
casting process which minimises the cost of inaccuracy
plus the cost of forecast preparation. There is however
precious little guidance let alone a rigorous method in
any of these texts for determining costs of error or
quantifying acceptable levels of error. The TANKER
experiments described earlier enable the first to be
done, though with the subjective assessment of BLDSOC
it is less easy in that case. In both cases however the
latter quantification is clearly possible.

It is therefore felt that a systematic, rigorous and
realistic method of forecasting system assessment can be
developed from the methods adopted in these cases for these
reasons:

(1) Forecasting is considered as an integral part of
control processes.

(2) The control systems are analysed to discover reasons
for the effects of forecast error on dynamic
behaviour.

(3) Objective performance measures can be derived rather
than subjective estimates.

(4) Graphical representations of system behaviour can
be produced in the simulation process to aid
assessment or where quantitative measures are
inappropriate.

(5) 'Error' is broken down to enable separate considera-

tion of the noise, bias, smoothing and information
delay components.

(6) The interactive (analyst/manager) process of S.D.

k model development aids credibility of conclusions.
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4.2 Forecastiig System Audit

On the evidence of this research it has been concluded

that a meaningful evaluation of a forecasting system to
ensue that 'optimum use is made of all available resources
time, money, forecasting and other personnel, and
techniques and methodologies - must enable answers to be
found to the following six questions:

(l) Does the inclusion of forecasts lead to improved
system performance (measured in terms of explicit
system objectives)?

(2) Which particular forecasts do improve performance,
and which make no difference? Do any forecast
variables, or the use of a particular technique
in certain conditions, reduce performance?

(3) What level of accuracy (in terms of noise, bias,
smoothing and information delay) can the system
tolerate in the desirable forecasts before perform-
ance is likely to be significantly worsened? -

This will of course form the basis for any cost
of forecasting/value of accuracy considerations.

(4) Are the desired levels of accuracy consistent with
attainability in terms of (a) Techniques?

(b) Quality of Data?
(c) Stability of

Environment?

(5) What are the implications for performance of the use
of attainable forecasts? (Costs and other
constraints are of relevance here)

(6) Can the system be modified to increase tolerance to
expected errors or obviate need for particular
forecasts?

(Note: As posed, these questions refer to the audit of an
existing system, the questions and process would
be identical, but for a change in tense, for a
proposed system).

4 4
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It is felt that the methods used in this research do
to these questions. The process, or Audit, is envisaged

as comprising four stages:

(1) Groundwork
(2) Analysis of System Structure
(3) Quantification of Effects through Simulation
(4) Implementation and Evaluation of the Audit

(1) Groundwork

The first objective of this stage must be to enable a
clear statement of system objectives to be made. This is
the linchpin of the whole process for it is in terms of
contribution to the achievement of these objectives that
the forecasting system should be judged. Further the
establishment of quantitative measures of performance
related to the objectives is desirable for the objective
analysis of results in Stage 3. It would also be desirable
to obtain indications as to the expectations of forecast-
ing held by individuals - this might serve to avoid some
of the problems resulting from the dichotomy of forecastez'
company objectives. A third area where information might
be gained at this stage is regarding attainable levels
of forecasting accuracy, as these are required in the
answering of Question 4.

These areas of information are likely to be best
studied through informal discussion plus the use of a
questionnaire. In the latter case an element of the

Delphi approach might be valuable in obtaining consensus
opinion without the dangers normally associated with the
behaviour of groups.

(2) Analysis of System Structure

A thorough knowledge of the control system in which the
forecasts are used has long been regarded as an essential
prerequisite for successful forecasting (see, for example,
Chambers et al(16) pages 17 and 30-33). The purpose of
such an analysis is in effect to inter-relate:

"4
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(a) Objectives of the system
(b) Nature of the forecast variables
(c) The integration of the forecasts into the

decision-making processes

The study of the feedback loops within the system is
especially important in the analysis of system-wide
implications of forecast incorporation and the identifica-
tion of possible error amplifying or self-correcting
mechanisms. The development of an influence diagram or
similar representation of system structure is ideal for
this analysis both in terms of facilitating the identi-
fication of important system components like feedback
loops, and also in the communication with managers with
direct responsibility and knowledge of the control system.

Much useful information about likely behaviour of the
system in general,and particularly regarding forecasting
implications, is possible from the influence diagram
development and this initial qualitative analysis (as is
often the case with System Dynamics studies). This stage
will almost certainly make the major contribution to
answering the first two questions of the audit, and may
even indicate that quantification through simulation is
not warranted. It might also be expected to give useful
indications of expected results with respect to the other
questions, particularly Question'6 which concerns possible
modifications to the system to increase error tolerance.

This stage does not require the availability of a
computer and suitable software, nor, except for the most
sophisticated of loop analysis methods using control
theory, does it demand any great expertise on the part of
the analyst. (Although in fact the simulation process of
system dynamics was also designed as a comparatively simple
technique for use by the non-specialist). The linear
mathematical analysis of the system is also likely to be
of very limited value, not because it is inappropriate for
complex business systems, but because of the general
applicability of the conclusions regarding the relationship
between forecasting and system stability developed by the
author. It is further very difficult to perform rigorous
analysis without a high level of expertise and familiarity A
in mathematical manipulation and control theory.
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(3) quantification of Effects through Simulation

The basic requirement of this stage of the Audit is to
quantify and consolidate the indications and conclusions
from the structural analysis. (This assumes that it was
not decided after Stage 2 that this stage was unnecessary
because of the nature of the system or not justified
financially).

Such a quantitative analysis as this can provide
empirical evidence as to the efficacy of particular fore-
casts.and also to the effects of forecast errors. Where
the objectives of the system include a number of possibly
conflicting components, performance indices may be derived
with appropriate penalty functions and weights, as was
done for the BLDSOC model. In such cases, and where
quantitative measures are wholly inappropriate, the
subjective evaluation of graphical output displaying the
expected behaviour of key variables over time is likely to
prove of most value. Although in such cases cost-of-error
profiles cannot really be produced, nevertheless numerical
estimates of error tolerance can still be made, on the
basis of what is or is not judged as 'acceptable' behaviour
on the basis of the graphical output (cf. the Building
Society study).

Because the model used is based on the structure of the
system, it means that in addition to the straightforward
examination of forecasting with the existing control
mechanisms, it is possible to consider forecasting where
different mechanisms exist. This is likely to prove of
value where changes in control policy are expected or as a
direct contribution to answering Question 6 which is con-
cerned with possible modifications to the system to
increase error tolerance.

Besides the basic need for a computer, software and
expertise, simulation is generally expensive. However in
the System Dynamics process the most time consuming
element is the development of the influence diagram which
will already have been accomplished in Stage 2 of the
Audit. This simulation stage is not likely therefore to be
considered prohibitively costly. Another very important
point is that a model once developed for the Forecasting -
Audit could be used and adapted for the study of other
management problems.
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(4) Implementation and Evaluation of the Audit

An audit such as the one proposed would certainly be 2

costly, but the large amounts of resources currently
employed in forecasting both by specialists and general
managers means that careful planning and control of the

forecasting function is vital. Cost estimates at this

stage are very difficult as the modelling exercises
described here were not designed as part of a Forecasting
Audit but as either models developed originally to study
some previous management problem or specifically developed
to study forecasting but in a pure research context. As
prerequisites for the modelling stage, a computer with
appropriate software, plus documented procedures for the
Audit must obviously be available. In terms of the
modelling effort required, Coyle(4) estimated a total of
70 man-days was needed in the original development of the

TANKER model, and the author estimates 30 man-days for
BLDSOC or a model of similar complexity. Both these

estimates include only the analyst's time and do not account
for other managerial participation.

It is not envisaged that the process proposed is repeated
at frequent intervals; regular evaluation of major fore-
casting efforts might be reasonable every five years, while
clearly the Audit is appropriate when new major forecasting
systems are proposed. There should of course be continuous
monitoring for significant drifts in policies or constraints,

and the implications in and from the forecasting function
might be especially considered when it is known that major
changes are planned in control policies. The maintenance .
of the model, perhaps through its use in studying other
problems, would mean that regular evaluations could
probably be performed at low marginal cost; further,
continuing familiarity with the model on the part of fore-
casters and managers would aid the ongoing monitoring of
the system.

As with most management science projects the utility of
the Audit would be a function of the validity of the con-
clusions drawn and the efficiency of communication with
managers both during model development and dissemination of
results. The Influence Diagram has a particularly important
role in communication for the circulation and continual
reference to a well-drawn diagram will encourage both
confidence in the model and the conclusions and can aid
everyone's general understanding of the system (personal
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experience of the author has confirmed the communication
and comprehension value of influence diagrams in explaining
an enterprise's operation).

Despite the rigorous nature of the Audit and its concen-
tration on quantification, it is still likely to prove
difficult to evaluate it itself. The principal problem
would be in differentiating between the direct value in
improved use of forecasts and indirect value in that the
auditing process, particularly the system analysis and

J) general system understanding, may itself lead to better
I decision-making. There is, of course, also no guarantee

that the model developed is the best possible - validation
can only be in terms of a subjective analysis of its
ability to replicate the real system behaviour (perhaps by
comparison using past time-series) and the acceptability
of individual relations to those with responsibility and
knowledge of the system.

A perpetual criticism of this type of simulation model

is that although it purports to model dynamic behaviour it
is static in that it is based on current system structurewhile real systems obviously develop over time, sometimes ,

in unexpected directions. However the judicious use of
time-varying or conditional relationships (e.g. with CLIP
functions) should be able to mitigate the worst effects.
Continuous monitoring especially by comparison with the
Influence Diagram should ensure that significant and ,

unexpected changes in the system structure are recorded at
an early stage.

A task sequence chart is shown as Figure 10 with the
individual tasks identified in Table 6. The purpose of
this chart is to indicate how the various tasks within V
each of the four stages of the Audit described above are
inter-related to enable the six Audit questions posed at
the start of this subsection to be answered. Some tasks
will of course contribute information relevant to more
than one question, others provide general information or
are simply pre-requisites for other tasks. Table 6
also summarises the principal contributions expected from
the various tasks towards the answering of the six Audit

7"' questions.
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Task Tak Audit
No* a Quo

1 Preliminar discussicn, examination of memos. etc.
2 Detailed investigation of the control system, existing

forecast practice, objectives, environment (use of
questionnaire, Delphi-style if appropriate)

3 Conclusions regarding attainable forecast accuracy
through consideration of local resources (computer, Q'
coftware, personne!), data, environment

4 Statement of company objectives Q.1

5 Development of general understanding of the system

6 Construction of Influence Diagram (including reference
back to managers for approval)

7 Identification of rnechanisms likely cause system Q.1 &
insensitivity to forecast errors Q.6

a Consider possible new machanisms for increasing
system insensitivity Q.6

9 Preliminary (qualitative) conclusions as to value of Q.1 &
forecasting in general and of particular variables Q.2

10 Construct computer model on basis of ID and design
exporinents to examine value of forecasts

I , Draw conclusions regarding value of forecasting and Q.1 &
of particular variables in improving performance Q.2

12 Develop cost-of-error profiles to examine system
tolerance and acceptable errors Q.3

13 Consider consistency of acceptable errors with
attainable forecast accuracy Q.4

14 Evaluate performance with attainable levels of
forecast accuracy Q.5

15 Consider improving existing mechanisms and introducing
new mechanisms to increase insensitivity to error Q.6

16 Implement findings with regard to:
(1) Value of forecasting and of particular forecasts
(2) Levels of acceptable forecast errors
(3) Any necessary modifications to control systems

17 Evaluation of Audit

18 Monitoring of Control System, Forecasting System and
the Environment

Table G ,,- identification of the Tasks in. the
Forecastin_ Sstem Audit. with - indi catior
of eachts contribution to the Audit Ouesticns

f
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S. CONCLUSIONS

Two major conclusions can be drawn on the basis of the
work described in this paper. The first concerns the
general implications of the simulation results and the
second concerns the development of a formal forecasting
system assessment methodology.

(1) Many systems are likely to include mechanisms which
result in high insensitivity to forecast errors.
In such cases there is little utility for perfect
forecasts and simple, chean forecasting are likely
to prove adequate. It is probable that such mechanisms
could be identified by careful analysis of the
system structure.

(2) The process of System Dynamics study, with its
emphasis on structure and causal relationships
and comparatively simple simulation method, forms
the basis for a methodology for the systematic
assessment of forecasting functions. The Audit,
as described in Section 4.2, can evaluate perfect
forecasts hence indicating the value of particular
forecasts in improving system performance, and can
further quantify the effects of the various types
and levels of error typically present.
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A Study on Verrormance Evaluation
tor A Computer System Through Simulation

Louis X. chow and C. Y. Chuang
Graduate School ot Intormation Engineering

Tamkang College, Taiwan
Republic ot China

ABSTRACT

In this paper, the resource allocation o±
an £Im 370/13b computer system is analyzed. The
analysis is carried out by using queue theory to
set up system model and by employing GPSS in
computer simulation. Several situations ol
ditterent resource allocations are then evaluated.

I. INTR(ODUCTION4

Recently, the evaluation ot computer per-
tormance is a topic of resurgent interest both
within and outside the computer community.
Especially, users ot computer systems are eager
to explore and to quantity the pertormance o
machines they install and program.

* C. Y. Chuang is now with DP Center, Chinese
Petroleum corp., Taipei, Taiwan, Republic ot
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It is a modern computer system that tne com-
puter and its linked peripheral equipments are
organized to Keep resources highly ana efficentiy
utilLized Dy implementing the multiprogramming
moae through the control or a sopnisticatea sort-
ware operating system. The nardware or a computer
system is generally composed ot a central process-
ing unit (CPU), a primary memory, and some input/
output raci.1ties such as magnetic disK, tape,
printer, and card-reader etc. The conriguration
is ditterent tor each installation because of
diflerent environment and applications. In this
paper, an IBM j70/135 system is studied, which was
installed in TamKang college or the Republic or
china during 1973-1977 period. The perrormance
analysis is carried out by using gueue theory to
set up system model and by employing GPSS(General
Purpose Simulation System) as a programming Ian-

guage in computer simulation. Through changing
some system characteristics in simulation such as
number ot memory partitions, channels, and peri-
pheral equipments, the variations o resources
utilization and bottlenecks ot queue are then
observed. The results definitely provide the
information for decision-maker to eftictively
allocate the hard-ware resources and thereby
increase the service-ability or the system.

II. DESCRlPTIuN L ' SYSTJ24

The early computer systems had three basic
components: (i) the CPUtcentral Processing Unit);
(2) the main storage unit(memory); and (j) I/0
devices(peripheral equipments). The components,
for instance, are interconnected as illustrated
in kig. I.

As computer systems evolved, performance was
upgraded by increasing CPU speed and memory size.
For example. memories with 1,000 bytes at one msec
per access have been replaced by models with over
a million bytes at less than one usec per access.
In similar fashion, CPUs have improved so that the

,, - '
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Card , Processor
Reader

magnetic isk

* Magnetic Tape

Pig. I A simple Computer System

typical instruction time is less than one usec.
However, the peripheral equipments, due to their
electromechanical operations, are not able to
improve their processing speed competitive with
CPUs and memory elements. The disparity in speeds
between the r/0 devices and the CPU motivated the
development ot I/0 processors(also called I/0
channels since they provide a path tor the data to
±1ow between I/0 devices and the main memory).
1/O channels are specialized processing units
intended to operate the I/O devices. Since these
units may be simple, specialized, ana not too tast,
they are generally much less expensive than a con-
ventional CPU. it all input and output are exe-
cuted via the channel, the CPU is tree to pertorm
its high-speed computations without wasting time
on slow I/0 operations such as reading cards. 3
Furthermore, since it is possible to be operating
several channels simultaneously, many card readers,
punches, and printers may tunction at the same
time.

Although the basic idea remains the same,
I/0 channels come in all shapes and sizes, ranging

f'/. ' trom very simple processors to highly complex
CPUs. At this time, there are two types of
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channels in use. That is selector and multiplexor
channels.

A :selector channel can serve only one of its
devices at a time. These channels are normally
used tor very high-speed I/0 devices, such as
magnetic tapes ana disks. Thus each 1/0 request
is usually completed quickly and then another
device selected tor I/0. But, a muliplexor channel
is an 1/0 processor which can serve many devices
simultaneously. It is able to accomplish this only
tor slow I/0 devices, such as card readers and
printers.

In recent years, the modern computers have
employed multiprogramming mode in their operating
systems' (OS) design tor the purpose of supervising
the operations mentioned above. The multi-program.

I ming is a technique that allows the concurrent
execution of more than one program in a single
computer system. That is, it allows the 1/O oper-
ations or one program to be overlopped by the pro-
cessing or other programs. That is, when a program
has to wait for the completion of an I/0 operation,
the operating systems sets the program in the wait
state and selects another program tor execution on

I the basis of its priority and readiness to run.
Thus, multiprogramming mode balances the difference-

f between the speed of the central processing unit
and the relatively slower speed of 1/0 devices, and

Lthereby improves the overall throughput of the
I system.

to Efticient use of the system relates not only
to the degree of cPU activity but also to storage
management. During system generation, storage may
be allocated to partitions to accommodate the
programs that will be executed in them. At times,

only a portion of the partition is used by the
program executed. DOS/VS of IBM's machine can
automatically balance the storage demands made by
programs by making processor storage not being used
by one program available to a program in another
partition as required.

*< 44:5
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uul/Vb can support up to five separate
partitionslIJ in each of which a proziem program
can be executed. Thus, up to five problem pro-
grams can De executed concurrently witnin the
system, in which each program gets the priority
associated with the partition in which it is
executed.

The model system employed in this study is an
ITM 370/135 computer which was installed in Tamkang
College of the Republic of China during 1973-77
period. This system had equipped with POWER/VS
(Priority Output Writers, Execution Processors,
and input Readers/Virtual Storage) which is a
spooling(simultaneous peripheral operations on
line) program that also includes job sheduling.
The POWER/VS program pertorms spooling ot unit
record data in DOS/VS which can reduce CPU depend-
ency on mechnical equipment by using faster disk
devices or magnetic tape units as intermediate
storage. Then during execution of the problem
program, data is read trom and written to inter-
mediate storage; program execution doos not have
to wait for unit I/O operations. Atter execution,
printing and punching are done while other proolem
programs are executing.

The system organization of this model system

is illustrated in Fig. 2. A brief description o
its components is tabulated in Table A.

III. MODELLING AND SIMULATION

The data-processing operations of the model
computer depicted in Fig. 2 which was equipped
with particular teatures of job scheduling and
memory management can be realized as a queue sys-
tem of single server with N-i spaces[2j. In this
queue system, the arriving customers are computer A

programs which line up in channels waiting tor
CPU service; the server is CPU and main storage;
and the queues are formed up in all channels or

, . "I/U processors.
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Table A

element description

3135-HG Central Processing Unit
Capacityl 384K bytes

304b-I Power Unit
3505-B Card Reader

Speed: 800 cards per minute
1403-NI Printer

Speed: 1100 lines per minute
3340-A2 Disk Storage,2 Drive & Control

Capacity: 140 Million bytes
(MB)

Data rate: 88bK bytes per
second (KB/sec)

3340-B2 Disk Storage, 2 Drives
Capacity: 140 MB
Data rate: 88b KB/sec

3411-3 Tape Unit & Control
Data rate: 80 KB/sec

3410-3 Tape Unit, 2 Sets
Data rate: 80 KB/sec

IFA Integrated File Adapter, an I/0
channel tor disk units.

IPA Integrated Printer Adapter, an I/O
channel for printer.

In order to determine the statistical distri-
bution of CPU service times, the execution-time
intervals ot 520 job steps were taken trom system
accounting log. It was proved by testing for
goodness o± tit that the CPU service times of this
model system is exponentially distributed with
mean equal to 15.b8 msec. The histogram was plot-
ted by Wang/2200 and is shown in Fig. 3. In the
.mean time, the frequency of I/U inquiry in each
channel is also analyzed and listed in Table B.

In order to complete the computer simulation,
the access times in each channel should also be
given. Since there are 8 K bytes in each track
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Table B

Channel IPA Selector IPA Multiplexer
Channel Channel

relative
frequency 40% 376 47% 10%

of 3340 disk driver the largest size of each block
butfer which accesses to CP~U is also 8 K bytes.
Each block size is assmued to be utilized equally
likely and is similarly assumed for .4410 tape
drive. Therefore, the access times of each 1/0
operations through ILFA and selector channel can be
obtained and are shown in Table C.

Table Cj

Block fx28K?~~'k
size 2A, 4 ,-V6

Relative ~ 13 ~ f~v/3 ~- 2~ 3
frequen 1'/ 12. K7,'t /~~'I/o'/
Access
time Of ? 1 2 1A, /6M.6 I 9
IFA(MS)

Access
time of
selector 72 ~7 62.2 ,78 673 1/24
channel
(MS)

For IPA and multiplexer channel, the approximate
numbers of cards and lines per block are 10, b,
cespectively (13 which are equivalent to 750 msec

.r~' <and 330 msec as listed in Table D).

The exponential distribution of service
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Table D)

Channel IPA Multiplexer
Channel

Spooling
time 330 750
(MS)

times can be put into such a form that, given a
value from a 0-1 uniform distribution which can be
called out in almost every medium size computers,
the corresponding interarrival times can be
directly computed. The pertinent equation is [3]

Isample (IAT avg)[-loge(l - RNj)J (A)

ere ATsample stands for the sampled inter-

arrival-time value; IATavg is the average inter-

arrival time in eftect; RNj is the name of one of
the GPSS uniform random-number generators, where
the choice of j, as usual, is up to the analyst.

4

The actual simulation was run in IBM 370/135 Z
system by employing the special-purpose language
GPSS(General Purpose Simulation System). Making
use of equation (A) and using the data tabulated
in Tables B-D, the simulation was executed by
dealing the number of partitions as a changing
parameter. The results are shown in Table E, in
which the average utilization, service time, and
waiting time of each key component are tabulated.
As the number of partitions changes from one to
four, We can see that utilization, service time,
and waiting time of CPU.appears remarkable increase.
Especially, when there are tour partitions the
CPU becomes heavily utilized and obviously the jobs
will pack up seriously for waiting for service.
The reason is that when there are three partitions
the IFA channels have already reached almost 70-.
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of utilization(Table Fl) which can make the system
unstable[4j. So, we tried to add two more IFA
channels into the three-partitioned system and
look the situation again. It shows(Table F2) as
expected that the utilization ot IFA only has 0.376
which is about one-half of its original quantity.
However, this action also makes the CPU slightly
increase its utilization. Furthermore, for redu-
cing the waiting time of the IPA and multiplexor
channel, the actions of respectively adding one
more IPA and multiplexor channel were adopted and
simulated. The results are shown in Table F3 and
F4, respectively.

From the above analysis it appears that the
optimal configuration for the investigated IBM/135
system are three partitions, tour IFAs, one select-
or channel, Ie'As, and two multiplexor channels.

IV. CONCLUSION

Computer simulation is a worthy technique tor
studying the optimal allocation of the precious
resources. In particular, the resources of comput-
er systems, due to the high prices and increasing-
ly popularity, are urgently needed to give notices
on the performance evaluations in order to increase
the cost-effectiveness. Although the performance
depends on the characteristics of each computer
system and the environment where it is installed,
it is hoped that this paper could be served as an
example for the same kind o± study.
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Table F1

Component Average Average Average
Utilization service Time Waiting Time

(msec) (msec)

CPU 0.459 19. U82 1.714

IFA(2) O.b94 129.749 2b.54b
Selector 0.042 64.294 0.542
Cnannel
IPA 04,b 329.b9b b0./90
Multi-
plexor 0.170 7bO.0U0 b4.219
Channel
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I Table F2

Component Average Average Avax age
Utilization service Time Waiting TimeI(maec) (msec)

CPUJ 0.499 19.0bu 1,278
IPA(4) 0.376 128.21/ 0.0
Selector 0.041 05. 219 1.149
Channel
IPA 0.624 329.766 78.698
multi-

plexor 0.191 750.000 bb.456

Table F3

Component Average Average Average

lUtilization Service Time waiting Timel

t fli!41L(Msec) _________

1P 0.17868 .8
VF()U33 2.4 .

Selctr U04 .5b6-~-"-.- 1.01

~ChanneIP(2 0.2I2.5 .6



Table F4

Component Average Average Average

utilization service Time waiting Time
(Msec) (meec)

CPU 0.514 18.951 1.943
IFA(4) U.391 127.841 0.0
Selector 0.047 b5.175 0.767
Channel
IPA(2) 0.319 329.511 J,054
Multi-
plexor 0.093 750.000 0.0
Channel (;)
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SMART - Scientific Management Analysis and Review

Techniques for Local Financial Institutions -

MASAYUKI AKIYAMA

System Laboratory of Information Processing
Systems Development Department

FUJITSU LIMITED

1-17-25, Shinkamata, Ohta-ku, Tokyo, Japan

ABSTRACT. SMART is an application program package which
is jointly developed by Fujitsu and Japan's eleven (11)
local financial institutions for the purpose of supporting
management's decision making.

This package consists ot the following four applications;

Deposit Yield Forecasting Model (DEPY)

Loan Yield Forecasting Model (LONY)

Budget Planning Model (BUDGET/P)

Budgetary Control Model (BUDGET/C)

The sphere, and system specifications of SMART are discuss-
ed in this paper.
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1. INTRODUCTION

The EDPS in Japan's financial institutions has achiev-
ed a remarkable progress from a primitive batch processing
to an online real-time eystem.

The computer systems have become indispensable for
operational (daily) transaction processings. Also, a new
computer usage, such as the computer application for manag-
ement decision making, has been tried in various firiancial
institutions.

Business conditions in banking have become worse due
to the decline of Japan's economic growth and the decrease
in the growth rate concerning the amount of deposits or
loans in many financial institutions.

The development of the computer-assisted management
system is one of the most important task for systems
engineers in their corporations. Accordingly, SMART was
developed as a software tool for this purpase. However,
the difficulty in the development of SMART is that the
central idea of system design should be specified based
upon the managers' thinking process.

To overcome the above difficulty, a project team was
organized in 1974 by Fujitsu and eleven (11) financial
institutions for the development of SMART. Not only the
systems engineers but also the end users (managers) joined
the team and determined the system requirements.

This paper presents an overview of SMART in the follow-
ing section. The management framework is described to
make the scope of SMART clear. Moreover, Section 3.
describes the system functions of SMART which consist of
four applications.

--. .t'~~~C~~ ... 4 . w . "", .



2. MANAGEMENT FRAMEWORK

In the early stage of SMART development, we had to
design the management framework in order to determine the
systems requirements.

The framework shown in figure 1 consists of the follow-
ing three parts;

• Management Functions

• Classification of Management Problems

. Decision Making Procedure

The management functions, in other words, the role of
managers in their organization, are considered as a
management process, i.e. planning, control, and evaluation.

The management problems can be classified into two
groups: one is strategic decision making problems and
the other tactical problems. The difference between the
two is that the former concerns the application of the
management resources, and the latter the allocation of
the given resources.

The decision making process is usually classified
into three stages, i.e. recognition, alternatives-search
and alternatives-selection.

Figure 2 shows an actual management framework in the

financial institutions, where only two parts are selected
representing the above-mentioned three parts. In order
to determine the strategic or tactical policy, for
example, it is represented in Figure 2 that the govern-
mental regulations, trends of national/regional economy,
or competitors business should be analyzed.

Figure 2 also illustrates the scope of SMART. As is
shown, SMART deals with tactical problems from the
viewpoint of the "Classification of Management Problems".

The managers and their staff can obtain valid infor-
mations to solve the tactical problems through SMART
for the planning and evaluation processes.

SMART can also support the decision makers concerning
the "recognition" and "alternatives-selection" stages.
However, the "alternatives-search" is almost left to the A

* decision makers own capabilities. In this sense, SMART
can be considered as a man-machine interaction system for

"1j j- 8-: :



management decision makings.

The following section describes in details the system
functions of SMART.

Hanagement Functions

Planning

Control

4,

Evaluation

Recognition

Recognition

Tactical

Alternatives

Strategic selection

Classification of Decisin Making Processes :t

Management Problems

Figure I Framework
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3. SYSTEM FUNCTIONS OF SMART

3.1 Outline

SMART consists of four applications as illustrated in
Figure 3.

Deposit Yield Forecasting Model (DEPY) and Loan Yield
Forecasting Model (LONV) are support tools for the
"alternatives-search" stage in the decision making process
for business planning. These applications calculate tht
estimated yield based upon the current assets or funds
rate-term mix. Budget Planning Model (BUDGET/P) and
Budgetary Control Model (BUDGET/C) are financial simulat-
ion models, which were developed to test the alternatives
in the final decision making process.

BUDGET/P calculates the annual estimated financial
statements and ratios for the entire bank. BUDGET/C,
the model specification of which being almost similar to
BUDGET/P, deals with each bank branch on a monthly basis.
The budget variance analysis technique is also incorpora-
ted in the model.

A high degree of mathematical abstraction or sophist-
ication is not involved in each SMART applications. The
logic of the software tools for management should be as
simple as possible for the managers to clearly understand.
Otherwise, they are put off from utilizing the software
tools by themselves. Therefore, complicated statistical
techniques or sophisticated optimizing algorithms are
not introduced in SMART.

3.2 BUDGET/P and BUDGET/C

As mentioned above, both of these two models are
financial simulators, which can be used to test the
alternatives (a set of decisions) in the decision making
process. Optimization techniques, which are outstand-
ingly successful in resource allocation problems, are
not employed in the two models since they are often
useless where objectives (objective functions) are
complex as in real-life management.

The computational procedure, which is similar in the
two models except that the calculation is performed
monthly for each branch through BUDGET/C, is illustrated
in Figure 4.
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The primary output from the models consists of:

Projected Income Statements

Projected Balance Sheets

Projected Financial Ratios

Risk Analysis Results

Sensitivity Analysis Results

Iteration Results

BUDGET/P is designed to accomodate a three-year
financial plan for the entire bank. On the other hand,
BUDGET/C accomodates a twelve-month financial plan for
each branch. The major functions of the models are as
follows:

FORECASTING

The input forms are designed to permit the user to
enter the key financial items needed to produce the
financial forecasts. The forms can be considered as an
effective communication media among the divisions
related to the business planning.

SIMULATIONS

A major benefit derived from the model is the ability

to perform "what if" analysis by changing the input
data numerically representing the alternatives and assump-
tions. Three simulation analysis techniques, i.e.,
Risk Analysis, Sensitivity Analysis and Iteration are
incorporated as integral parts of the models.

The Monte Carlo simulation is performed through the
Risk Analysis module in the models. A triangular distri-
bution function for ".%e input items specified by the user
is assumed and the c. iculated mean and standard deviations
for the specified output items are reported.

One of the popular simulation techniques, Iteration,
searches for the conditions which meet the management
goals. The user specifies the output items and values re-
lated to the selected items which can be considered as a
representation of the management goals. Then, the models
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search for the conditions, i.e., values of input items
which accomplish the specified objectives.

It is possible to perform paraitric analysis through
the Sensitivity Analysis technique,where the relative
relationship between inputs and outputs are calculated
and exhibited. Once the basic forecast has been made,
the user can vary the planning items and test their
effect on the other items. For example, one can quickly
determine the effect of a Loan/Deposit ratio increase,
on the income, yield on total assets, etc.

CONTROL

Normally, financial institutions have developed
information systems designed to monitor the actual finan-
cial results and to compare them with the previous plans.

BUDGET/C can improve the above budgetary control by
providing useful comparisons of projected financial
results versus the actual ones. Based upon the Profit/
Cost/Volume relation ship in the model, it is possible
to pinpoint the primary items where unfavorable variances
occurred.

NJ

Furthermore, alternatives which can reduce the gaps
between the planned and actual financial conditions are
obtained through the "CONTROL" function of BUDGET/C.

3.3 DEPY AND LONY

The monthly estimated yield on commercial loans and
average interest rate on deposits are obtained through -A
the Loan Yield Model (LONY) and Deposit Yield Model+A

p . (DEPY), respectively. Statistical techniques, such as _4
least square method or exponential smoothing, are often
employed in the estimation.

DEPY and LONY calculate the estimated yield not direct-
ly based upon these mathematical techniques but upon the
current and forecasted rate-term mix of deposits and 9
loans.

Figure 5 represents a computation of the yield on
demand deposits. -v
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Curve x in Fig. 5 shows the estimated amount of demand

deposit which is input to DEPY. The interest rate for
the demand deposit is assumed to change from Y1% to Y2%
at t3 in February.

Area a is calculated ac :

a= t2x(t)dt
ti

Yield in January and March is rI and r2, respectively.
However, the yield in February is computed as:

b*rl + c*r2
b+c

Figure 6 represents the case for savings deposit
where the interest rate is assumed to change four times
in 1978. Curves xl, x2, x3, and x4 which are estimated
through DEPY denote the amount of each rate of savings
deposit account.

The estimated yield in January '79, for example, is
computed as

5.25*a + 5.75*b + 6.00*c + 6.25*d + 7.25*e

a+b + c +d +e

Figure 7 represents the method of estimation for
the yield on loans through LONY. The amount of loans in
each month can be classified into two; one is the amount
which is loaned in the current month and the other the
amount which was previously loaned but still not with-
drawn.

Characters a, b and c concerning the amount.of loans
in June (See Fig. 7) represent the balances which were
loaned in March, April and May,respectively. Character
d denotes the amount which was loaned in June. 4
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Characters rr r2 , r3 and r4 represent the average
interest rates for the loans in March, April, May and
June, respectively.

The amounts for a, b and c are calculated based on
the curves xl, x2 and x3, respectively, which are estimat-
ed by LONY. The amount for d is input.

Yield on loans in June is calculated as:

rl*a + r 2 *b + r3*c + r4*d

where the marked () variables are estimated through the
model.

The purpose of LONY and DEPY seems to be similar.
However, the yield on loans and deposits are estimated
in different manners. Contrary to the interest rates
on deposits which are under the regulation of the govern- A"
ment, interest rates on loans are market-determined and
it is possible for each bank to change its rate-ratio
based on its loan-policy.

In this sense, DEPY can be considered as a forecast-

ing model and LONY as a policy-simulaticn model.
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Conclusions

Our SMART application programs involved a long and
continuous effort of the members of the project team in
seeking some new techniques and developing actual soft-
ware tools for solving practical business problems. In
this project, we did not attempt to develop large scale
or rophisticated applications but simple and easy to
use tools for managers. With SMART requiring distinct
definitions regarding the current business conditions,
assumptions, and decision sets, important managerial
informations can be obtained in a manner that is most
useful for corporate planning.

We do not consider that the current version of SMART
is perfect. However, basing on the experiences obtained
from the actual installations, the design method employ-
ed in the development of SMART can be considered approp-
riate. At present-, we devote to linking SMART with the
so-called MIS in tae financial institutions.
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MINQUE Applied To Regression Analysis

Moon Yul Huh

Statistician,

Software Development Center

Korea Institute of Science and Technology

Abstract

The purpose of this study is to investigate methodo-

logies for estimating heterogeneous variances in linear

models which plays a vital role to analyse a model when
the experimentation or the observations do not come from

the identical environment. This situation often appears

in time phased data or when the experimentation is run indefferent circumstances. C.R. Rao's proposal (1970), named

MINQUE, is a unified approach for this problem and thisproposal is seen to be quite gratifying in this work.

Also the often used method, weight least squares, is con-

sidered.
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1. Introduction

Consider the linear model

' Z~ = X b + e()

where'y is n-vector of observations with unexplanable

portion e having heteroscedastic variances. b denotes 4

n x p non-stochastic design matrix and b is p-vector

of unknown parameters. -

In this work, we assume e N D) where

D

1 is the number of observations from the i-th
group. There are considerable literatures (Ref. 6) on the
estimation of b in this case. When the parameters ;-I#

i-1,2,,,k are known, the beat linear unbiased
estimator (BLUE) of b is weighted least square estimator i

(WLSE) as given by (X'D-'X)-'x*Dy. However

seldom is D known, and good estimate of D naturaly

leads to good estimate Of b Sometimes estimating D

itself can be valuable. This is the case when the strati-

fied sampling is of concern rather than simple random

sampling.

.ecently Rao (1970) has suggested a method known as

MINJE to estimate components of variance in a general-

, -J11



2. The MINQUE Theorem

To apply the methodology to our problem,

rewrite the model (1) as

y .X b+ q, + q2 + *+q

where qj (, 1~

andA

Denoting

R*a D D M D O Rab (1970)

showed that MINQt"E of i

where

- I tr(R*V1R*V A

-I dI*j~.iju1,2j e.k a

and trace (A) denotis the trace of a rectangular

matrix A* However D is uually unkcnown and a-priori

values instead of D is sugg'nsted. Then the KINQIJE

estimateEof !is obtained from solving the following

j system of linear equations.
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3. PROPERTIES OF MINQUE.

I The following inportant properties of MINQUE i

in general linear model are given without proof. .

Interested reader is suggested to read Rao(5) and Huh(2)

i) MINQUE is unbiased regardless of the a-priori

values.

ii) MINQUE is invariant under the transformation of

unknown parameters

iii) MIN'UE is minimum variance quadratic unbiased "

estimator under normality.

Further, noting that R appears twice in either side I
of the estimting equation (2-2), MINQUE with a-priori 1.
values proportional to the true parameter values is the I
same as MINQU; with correct a-priori values.

The problem associated with IIUE is

i) MINQUE may yield negative estimates. A-1
ii) Computationaliy, MIN.'UE is not easy.

Several papers (1,6,7) were devoted for the problem

of i) and some modifications have been suggested by them.

For the 2nd problem, Lon Liu Mu and Senturia (4) have .

suggested a simpler form. Also N.uh has alleviated this

problem greatly in the estimation of variance componets

of two-way random model without interaction. However,

the biggest problem is seen to be determining a-priori

values. When we don't have any a-Driori knowledge of the fi
- underlying circumstances, the easiest way to implement

a-priori knowledge would be to assign eoual weights to I
all narameter values as if the observations were from a :

homogeneous system. Hence it is important to investigate
how close the estimator obtained in this way is close to
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the optimum estimator, optimum in the sense of minimum

variance estimator among the quadratic unbiased estima-

tors. The most common approach to evaluate an estimator

is via the mean square error. Hence we define the

efficiency of an estimator as in the following.

efficiency of an estimator

MSE -of the estimator

MSE of MINqUS with correct a-priori values

4. Variances of the Estimator

The variance of MINQUE is obtained as

var () =var (s-IU) =SlIvarQjj) S-I

But varju) = { coy (Ui'uj

jcov(y'RV 1 RY, YIRV RX)

$2 tr(RV RDRV RD)1

This in9 very difficult to visualize and analytical

investigation of the above quantity is seen to be far

from tractibility. We restrict our attention only for

the case of p =1. After some manipulations, the var-

isrice-covariance matrix of U is obtained as

Coy (U tu

2/( OrI' 'Mi*" t he i=J and when i~j is A

2m Xi'Xi ii/(r 4 r 4)

~~ -478-

"Z

'~fl;JM

" O ,; -__ 4:



'Vk

and the elements of k x kc matrix S is given an

4 2

xi*i. !j-
where

isni-vector of constants.r s h -pir

values of

Now the variance of often used estimators 32

x is 2 /(

2Note that a is impassible to obtain when n =1
whereas MINQUE is possible ee ih =

:'::' rtis ::zm r~on

5.Numerical investigation

Factors governing the variances of I4INQUE seem to be
2

.i r1  ~ for i=1,2,... 9 kc and .

Since it is far from practicality to investigate all

Possible ranges of the factors, was closen

tobe 10,20, 4+0. Also kc 3,5,7 and range of were

chosen only in the ran e of 1, threugh 10. Two sets of

a-priori values of ri were chosen as in the following:

i) All a-priori values are chosen proportional to

tetrue value, i.e., r~-cu for all i and for

nposItive constant c.

-479-

- eVZ.;-

'.~ ~K_
- - ~ ?

V K



ii) All a-priori values are chosen as unit.

These choices are because the first one yields the

optimum estimators and second one is suggested by C.R. Rao

when the analyst does not have any a-priori knowledge.

Most of the numerical results can be seen from the

two tables in the Appendix.

Conclusion

This work has shown the following results:

i) MINQUE is quite robust for almost the cases

investigated.

ii) For almost the cases investigated the 2 was

seen be about 50% worse than the optimum estimator.

The first result is quite gratifying and this is

nice property of MINQUE because it gives estimates very

close to the optimum one regardless of the many factors

mentioned earlier in section 5. Also in many practical

situations, it is usually the case that relative whights

of the stratum variances are known. This will make the

MINQUE solution optimum. Even when no a-priori knowledge

is available, MIN(eUE yields quite satisfactory results.

Hence MINQUE is highly recommended for any circumstances

and this estimAtes can be applied to weighted least squares

method to analyse the linear model considered in (I).
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Appendix

In the following ? tables 2 typical results are

given. In table 1, is 3 and table 2 shows the

results when k . Var(') stands for the vani-

-ance of the otntimum estimator, while Var(e&) denotes

the variance of the MIN%.UE of Cl when all the a-priori

values for the parameters are set to 1. Var(S. )is the
A

variance of the often used estimator of the variance of

-th stratum. The numbers in parenthesis is the values

when the i15 arc doubled.
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THE AMMUNITION STOCKPILE
RELIABILITY PROGRAM

ALAN S. THOMAS

ROBERT M. EISSNER

Reliability, Availability and Maintainability Division
US Army Materiel Systems Analysis Activity
Aberdeen Proving Ground, Maryland 21005

ABSTRACT. The Ammunition Stockpile Reliability Program

(ASRP) is a life cycle commodity oriented world wide
logistics support program conducted to ascertain the reli-
ability, safety and performance characteristics of
stockpiled and deployed ammunition systems. The ASRP pro-
vides the US Army with sound objective information for
logistical decisions regarding the storage, maintenance,
modification, retention, replacement, supply and use of
ammunition. Included in the ASRP are conventional, toxic
chemical, nuclear and missile ammunition items.

The ASEP testing program consists of both functional
testing (ballistic testing at proving grounds and other
field testing facilities) and laboratory testing (destruct-
ive or non-destructive testing for physical/chemical/
electronic analysis). The program is cyclic in structure

as well as being a sequential stratified random sampling
program. AMSAA conducts a significant portion of the ASRP
for conventional ammunition.

Based upon individual ammunition item design, storage,
handling, and use requirements, and the quality level1 demonstrated when accepted; definitive sampling plans,
testing procedures, classification of defects, lot quality
standards and grading criteria are established for each
item included in the program. Subsequent to the analysis
and evaluation of the individual item cyclic test, a test
report providing background information, test results,
conclusions and recommendations concerning the item stock-
pile is published and distributed by AMSAA.
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The objective of the Ammunition Stockpile Reliability
Program (ASRP) is to assure that the ammunition the U. S.
Army has in its stockpile meets all of its safety and reli-
ability requirements. To accomplish this objective the
functions as shown below must be accomplished.

o Monitor stockpile qualityI!-~ ~~~o Detect unsatisfactory conditions/trends Ivsiaemlucin

oInvestigate malfu~nctions uiin
o Restrict/suspend unsatisfactory munitionsred

o Identify items for renovation or disposal

In performing these functions it is the purpose of the ASRP
to evaluate the safety, serviceability, reliability and per-
formance of the anmunition items in stockpile or deployed
in the hands of troops and" assure that these items are in
a state of readiness to perform reliably and effectively
upon demand, with the shortest of notice, anywhere in the 7

world. At the same time the ASRP can provide sound, tech-
nical information for decisions on phasing of replacements,
renovation, maintenance and supply of ammunition in order
to minimize the costs oi storing unsafe, unreliable, unser- 4
viceable ammunition.

The classes of materiel covered by the Stockpile Reli- A

ability Program are as shown here.

o Guided missiles and large rockets

o Chemical ammunition

o Chemical protective equipment

o Artillery, armor and infantry ammunition

o Propellant charges and bulk propellant

o Small arms emunition

o Nuclear weapons
o Explosive loaded components

o Mines, grenades, simulators, signals and firing
devices

Becau e of the. basic differences in all these classes of ' -

materiel differences in design, performance and use along
with a mixture of low density, high cost items as opposed

'i Yi
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to high density, low cost items the structure and respon-
sibilities of the Stockpile Reliability Program differ
depending on the item. However, there is a basic structure
common to all items and after first showing who has what
responsibilities in the program, this basic structure will
be discussed followed by a slightly more detailed account
of the program for one of the classes of materiel.

Figure 1 shows the organizational responsibilities from
the Department of the Army in the person of the Deputy Chief
of Staff for Logistics (DUSLOG) and the Deputy Chief of
Staff for Research, Development and Acquisition (DCSRDA)
down through the U. S. Army Development and Readiness
Command (DARCOM) to the major Army commands (MACOM).

Responsibilities

organizations

o Department of the Army
DCSLOG - -Logistics
DCSRDA - Acquisition

o DARCOM
- DRCQA Program Control

- ARRCOM
- MIRCOM Conducts Program 4
- PM NUC

- ARRADCOM
- MIRADCOM Provides support
-DESCOM

-TECOM

. Other

- AMSAA Performs Independent Assessments

o MACOMS Field Surveillance Operations

Figure 1 - Organizational Responsibilities

- Within DARCOM the Director of Quality Assurance (DRCQA) has
overall program control while the readiness commands -

Armament Readiness Command (ARRCOM) and Iissile Readiness

-,, -7.ek-
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Command (MIRCOM) - conduct the programs for conventional
ammunition items and missiles. The Project Manager for
Nuclear Weapons conducts the nuclear program.

The research and development commands - Armament
(ARRADCOM) and Missile (MIRADCOM) - provide technical and
engineering support; the Depot Support Command (DESCOM),
besides storing the ammunition, performs the inspections
and does testing of those items suitable for depot testing; A

the Test and Evaluation Command (TECOM) performs the
testing of those items requiring proving ground tests;
and the Army Materiel Systems Analysis Activity (AMSAA)
provides a technical review and performs an independent
assessment of the overall program for DARCOM.

The program execution consists of the following
elements: 3

o Using unit surveillance

o Army depot surveillance operations I

o Laboratory testing 4

o Function testing

o Malfunction activities

In executing this program it might be said the surveillance _4

program determines the non-functional condition of the ammu-
nition whereas the stockpile test program determines the
function condition of the ammunition. po

The surveillance portion of the ASRP in performed by
Quality Assurance Specialists (Ammunition Surveillance) who
provide logistical support to units in the field in the -,$
form of annual basic load inspections, periodic inspections
of ammunition supply points to check for deterioration and
damage, malfunction investigations and explosive safety in
support of ammunition operations. At depots the QA
specialists perform inspections and prepare reports as
shown in Figure 2.

J -~i--
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R~eceipt Inspection

o Visual - Mechanical (gage) for damage in transit and

gross manufacturing defects

Periodic Inspections

o Visual - mechanical - electrical

o By lot or serial number (missiles) for deterioration

o Special tests

Storage M#onitoring

o Checks for leakers

o Controlled humidity containers

-Special Inspection

o Conmand directed

Issue Inspection

o Confirm serviceability

Reports

o DA Form 21415 - Amunition condition reports

o DA Form 9814 - Miinitions surveillance reports

o Ammunition inspection and lot report -

Figure 2 - Surveillance Program at Depots
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Laboratory tests are conducted for many reasons and are
used in support of visual inspections and functional tests
or in some instances as the only method of evaluating the
quality of items in the stockpile. They include chemical
analysis in a laboratory for determination that chemical
compositions of explosives, propellants or chemical fillers
have not changed or deteriorated as well as ultrasonics,
electrical checks, etc.

Function testing may be conducted as part of a depot
function test, proving gromd tests, or training and annual
service practice (ASP) firi,gs. These tests may be con-
ducted as part of a planned, itratified program for a
particular item or as one step in a malfunction investiga-
tion. A

Depot tests are normally limited to small items such as
anti-personnel mines, pyrotechnics, and grenades and are
controlled by ARRCOM under the Centrally Controlled Function
Test CCCFT) Program. ARRCOM also controls and funds for
the proving ground tests as recommended and performed by
AMSAA or the responsible engineering agency. Proving groundA. tests normally involve large ammunition items such as
artillery ammunition, anti-tank mines, mortars and small 1

rockets which require special test facilities and equipments.
Field practice firings are usually conducted on missile .
systems. These tests may be instrumented missiles under
controlled conditions or unit firings of stockpiled missiles.

Having given the basic structure of the program a little
more detailed discussion of the philosophy and mechanics
of one of the portions of the program - the large caliber
ammunition proving ground test program conducted for ARRCOM
by AMSAA - is now in order.

The basic provisions of this program are as shown in
~~Figure 3. i
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Criteria

o Original product baseline

o Quality required for effective service use

o Safety

Inspection and Test Attributes

o Storage inspection & laboratory testing

o Extreme ballistic conditions

o Quality provisions conditions

o Expected use in the field

o Past experiences - failure mode

Sampling

o Experimental design

o Sequential & stratified random sampling program

- storage location, climatological areas

- manufacturers, age, lot size, history

Evaluation A

o Estimate stockpile reliability

o Individual lot grade

o Three courses of action -retain- use now - renovate

o Grading criteria - Minimize sum of probability of
misgrading

Figure 3 - Stockpile Reliability Provisions

No discussion of these provisions will be given right now as
each of the provisions will be discussed during a brief
description of the mechanics of the program.

As to the mechanics, the starting point for the program
". :" - is the establishment of a five-year plan. The nature of . :

this five-year plan is as shown in Figure 4.
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Five-Year Plan

1. Lists items, number of lots and total quantities to
be tested by year for a five-year period.

2. Program is a sequential stratified random sampling
type program - test as much as often as need be (starting
with as small a number of lots as possible) to evaluate the
items. .

3. Coordinated with various ARRCOM directorates and sub-
ordinate organizations. Also coordinated with TECOM
pertaining to the use of their facilities.

4. Updated annually

5. Items selected for test depend on J

a. Inventory - availability and size of stockpile

b. Previous surveillance test results - the sequential
nature of the program

c. Field results - malfunctions

Figure 4 - Five-Year Plan

The key points here are the sequential nature of the pro-
gram and the coordination with all the elements of ARRCOM.

Once any given years program is established, the next
stage is the sampling of the stockpile. Stocks are sampled
from all over the world and shipped back to a U. S. proving
grcund for test. The number of lots sampled from the
worldwide stockpile ir. entory depends on the stratification
of the stockpile, the results from previous tests and the
experimental design to be used. The stockpile is stratified
according to:

o Storage location

o Climatological areas

o Manufacturers

o Age

--49--
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o Lot sizes

o Models

Once the samples are received at a proving ground, the
lots are tested in accordance with a given test directive.
The test directive gives the test phases to be conducted,
the sample sizes per lot for each test phase, the observa-
tions and measurements to be taken and the methods of test
and equipment to be used. The tests are usually conducted
at the extremes of ballistic conditions, the acceptance
test conditions for comparison purposes, and the expected
conditiLons most used in the field if ditferent from those
previously mentioned. It's important to mention here that
the tests are conducted using some kind of experimental
design to increase the precision of the inferences made
from the test, facilitate reduction of the data and reduce
the costs in conducting the tests.

The individual lots tested are then assigned one of four
grades in accordance with objective criteria which specify
lot quality standards, classification of defects and
grading criteria. The lot quality standards are based on
determination of the quality that the majority of reli-
able producers were able to produce and the quality
required for effective service use.

Stockpile evaluations are then performed, functional
codes recommended so that more positive action with regard
to the individual lots can be taken, and recommendations
pertaining to the entire stockpile are given - whether the
stockpile is satisfactory, certain strata are bad, more
testing is required, restrictions should be employed, etc.

The results of these evaluations are published in two
types of reports. One is a compilation of individual item
test reports published periodically; the second is a once a
year executive simary providing an overview of the status o
of each of the conventional amunition items in the stock-
pile.

On receiving the individual item test reports ARRCOM
takes the recommendations and perfcn'ms engineering and
supply evaluations to arrive at the final disposition of
the stockpile. These engineering and supply evaluations
are performed to check into the disposition instructions
for the munitions, to see if any change in the technical
data package is required, to see if any engineering
investigations or development programs are required, to

"Ise,-
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ascertain the relationship of the results to similar items,
to establish the logistical impact of the recommendations
and to make priority assignments to the recommendations.

To give an idea what the stockpile reliability program
for a given ammunition item might consist of, the Visual
inspection program and the proving ground function test
programs for the 105mm HE, M444 round is outlined in
Figure 5.

Visual Inspection of Munitions

o Inspection interval- 4 years

o Receipt inspecti6'n - for damage in transit and gross
mfg defects

o Periodic inspections - deterioration defects U

Provin. Ground Function Test

o Post production interval - 3 years

o Visual inspection

o Mechanical (gage)

o Lab analysis of propellant

o Firing, performance and safety Dhases include:
°4

Muzzle Velocity Submissile Performance Height of Burst
Pressure Precision Projectile Reli-
Fuze Performance Post-Mortem Analysis ability
Time of Flight Range to burst Extremes of

Ballistic
Condition

Figure 5 - 105mm, HE, M444 Stockpile Reliability Program
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Having thus conducted evaluations as described on all
the ammunition items, it is readily apparent there are many
important feedbacks that can be obtained from the Anmunition
Stockpile Reliability Program. The feedbacks that can be
obtained from this program are shown in Figure 6.

R&D - Life cycle characteristics

Engineering - Design changes

Procurement - Tech Data Package Reprocurement

Stockpile Management - Priority of Issue

- Retention, Disposition

Supply - Distribution vs. Demands ',

Maintenance Program - Retrofit

Dissemination of information to field via'changes to
TB's, TM's, letters, etc.

Systems Analysis - Data base

- New requirements

Firing table corrections

Figure 6 - Feedback from ASRP

Thus in addition to having a program to assure the readi-
ness and performance capabilities of the stockpile, the
ASRP feeds back valuable information to R&D and procurement

- to help assure better ammunition coming into the stockpile.
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ARTILLERY FORCE SIMULATION MODEL (AFSM)

ALAN S. THOMAS

RICHARD S. SANDMEYER

US Army Materiel Systems Analysis Activity
Aberdeen Proving Ground, MD U.S.A. 21005

ABSTRACT. The performance in combat of a division slice of
Blue Artillery is a function of its weapon-ammo basic load
and xesupply, fire direction center (FDC) capability, movement
policy, firing policy, weapon reliability, and weapon repair
capability as well as red anti-artillery capabilities such
as counterbattery acquisition systems, counterbattery fire
capability and doctrine, and electronic warfare capability.
These factors are inputs to AFSM and may be varied from run-
to-run to determine the effect of each factor on the perfor-
mance of BLUE Artillery.

AFSM is a non-dynamic weapons effectiveness model which
calculates the damage that a BLUE Artillery force could do to
a given RED threat force when thp factors listed above are
taken into account. It is non-dynamic because the list of
RED units acquired by BLUE as potential artillery targets is
predetermined by an externally played wargame (such as DIVLEV
or DIVWAG) and is not varied within AFSM.

The output of AFSM includes such measures of effective-
ness as RED personnel, tanks, APC's, trucks, artillery tubes,
radar and missile launchers killed by BLUE artillery as well
as measures of BLUE artillery's efforts such as ammo fired
(broken down by round types and ranges), time used to process
and fire missions by the FDC's and batteries, BLUE artillery
tubes lost due to reliability, and BLUE tubes lost due to
attrition by RED counterbattery fire. The artillery tube
losses from reliability and attrition are combined with the
maintenance and repair capability of the force to derive an
estimate of artillery battlefield availability as a function
of battle time.

The results from several AFSM runs are compared to show

the changes caused by varying certain inputs.
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OUTLINE

1. INTRODUCTION

2. MODEL DESCRIPTION

2.1 Model Events

2.2 Target Tape
2.2.1 Fire Mission
2.2.2 Meteorological (MET) Message
2.2.3 Artillery Target Intelligence (ATI) Report
2.2.4 Surveys
2.2.5 Fire Plans

2.3 AFSM Inputs (Other Than Target Tape)
2.3.1 Weapon System Descriptors
2.3.2 Artillery Round Attributes
2.3.3 Posture Sequences
2.3.4 RED Electronic Warfare Schedule
2.3.5 BLUE FDC Processing Times
2.3.6 BLUE Battery Movement Schedule
2.3.7 RED Counterbattery-Countermortar Radar Data
2.3.8 BLUE Required Damage Levels
2.3.9 RED Counterbattery Volume of Fire
2.3.10 BLUE Artillery Tactical Assignments
2.3.11 RED Artillery Force Organization

2.4 BLUE FDC Events

2.4.1 BLUE Fire Mission

2.4.1.1 At the FDC
2.4.1.2 Within Each Battalion
2.4.1.3 CLGP Fire Mission
2.4.1.4 GSRS
2.4.1.5 Missiles

2.4.2 MET Messages
2.4.3 ATI Reports A

2.4.4 Survey
2.4.5 Fire Plans
2.4.6 Other BLUE FDC Events

2.5 BLUE Battery Events
2.5.1 Firing a Fire Mission

2.5.1.1 HE and ICM
2.5.1.2 CLGP
2.5.1.3 Updating Damage to RED Units
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OUTLINE (CONTINUED)

2.5.1.4 RED Counterbattery Target Acquisition
Radar
Sound
Moving Target Intelligence

2.5.1.5 Scheduling RED Counterbattery Fire
2.5.2 Firing a Fire Plan Target Mission

2.6 RED Counterbattery Fire Event

2.7 RED Electronic Warfare

2.8 Defeat

<I 2.9 Suppression

2.10 Mini-Moves

2.11 Tube Losses and Repair

2.12 AFSM Output
2.12.1 BLUE Artillery Force Performance
2.12.2 BLUE Round Expenditures
2.12.3 BLUE Artillery Busy Times
2.12.4 Range Tables
2.12.5 Unaccomplished Mission Summary
2.12.6 Reliability and Attrition Results

I 2.12.7 BLUE System Performance Table
2.12.8 BLUE GSRS Performance Table
2.12.9 RED Fire Unit Status Table

t 2.12.10 RED Radar Unit Status

3. SAMPLE RESULTS

3.1 Mix Descriptions
-w" - 3.2 Results

3.2.1 BLUE Force Effectiveness
3.2.2 BLUE Force Measures of Effort

,
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1. INTRODUCTION

The ArtiIlery Force Simulation Model (AFSM) is a
division level, nondynamic, artillery weapons system effec-
tiveness model.

The model evaluates the performance of a division slice
of BLUE artillery considering its weapon-ammo mix, ammo
basic load and resupply rate, fire direction center (FDC)
capabilities, movement doctrine, firing doctrine, weapon
reliability, and weapon repair capability as well as RED's
anti-artillery capability as represented by RED counter-
battery target acquisition devices, RED counterbattery
fire, and RED electronic warfare (EW).,

AFSM considers the factors mentioned above as it
simulates the actions of a BLUE artillery force attempting
to satisfy demands placed on it. These demands mainly take
the form of artillery fire missions against a list of RED
units acquired as potential artillery targets. This list
is obtained from the playing of an external warguie (such
as DIVLEV or DIVWAG) and consists of a time ordered list of
RED units acquired by BLUE as potential artillery targets.
AFSM is termed non-dynamic because with one exception
explained below, the RED force maneuvering , as represented
by the acquisitions on the target list, is independent of
the performance of the BLUE artillery force.

2. MODEL DESCRIPTION

2.1. Model Events

maoAFSM is mainly an event sequenced model with three

major event types: BLUE FDC events, BLUE battery events,
and RED counterbattery fire events. In addition, there are

. two events that occur at regular intervals: the quarter-

hourly tube status check and the hourly game summary print-
out.

2.2. Target Tape

An external wargame such as DIVWAG or DIVLEV is played
with a given force-on-force scenario and during the game, a
record of target acquisitions made by the BLUE force is
kept. This list of target acquisitions is analyzed and the

functions of a Tactical Operations Center (TOC) are simulated
to produce a list of the requests for BLUE artillery fire
that would result from such a list of target acquisitions.

~ ~--499-
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To these requests for BLUE artillery fire (hereafter,
called fire missions) are added four other BLUE FDC event
types: meteorological (MET) messages, artillery target in-
telligence (ATI) reports, surveys, and fire plans. The re-
sulting list of BLUE -FDC events is called the target tape.

Each event on the target tape is associated with a cer-
tain BLUE FDC and the events are ordered in t-ime sequence
by their respective initiation times at their FDC's.

2.2.1 Fire Mission

A fire mission is a request directed to a particular
BLUE FDC for artillery fire against a target. It includes:

(a) estimated target descriptors such as target radius,
target unit type, target military worth (used to establish
target- priority), target cover type (i.e., environment),
target departure time from current location, target posture.

(b) actual target descriptors such as target radius,
target unit type, target cover type, target departure time
from current location; target posture.

(c) a target location error (TLE) associated with the
acquisition.

(d) coordinates of target center

(e) fractions of the target unit's original personnel,
tanks, APCts, etc. that have already been killed by BLUE
non-artillery weapons (maneuver units, tactical air) up to
the current acquisition.

that (f) for those forward observer (FO) acquired targets
that are thought suitable for Copperhead (155mm cannon
launched guided~projectile) fire, a CLGP window (time
interval during which the FO could designate the target
with a laser) is included.

The estimated target descriptors are used to decide
what, when, and how to fire at the target. The actual
target descriptors are used to determine the effects achieved
against the target when rounds are actually fired.

2.2.2 Meteorological (MET) Messages

The target tape includes meteorological (MET) messages -
among its events. A MET message in AFSM has no effect

5W - viZ________
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other than to make the, FDC busy for a brief time, This is
supposed to simulate the load on the FDC that results from
entering the new MET data into the FDC computer.

2.2.3 Artillery Target Intelligence (ATI) Reports

Certain target acquisitions are of duration too short
for requesting artillery fire. These acquisitions become
ATI reports and in AFSM they are played only by charging
the FDC some processing time to record the ATI report in
its computer memory.

2.2.4 Surveys

During the course of the battle, artillery batteries
make moves from one site to another. Before moving into a
new site, it is desirable (in order tokeep delivery errors
low) to have an accurate survey of the new; site. The
survey missions in AFSM merely charge the FDC stvne processing
time to take into account the time required to- do the
survey calculations.

2.2.5 Fire Plans

A fire plan as played in AFSM is a list of battlefield
areas onto each of which it is desired to deliver a certain d
amount of artillery fire at a given time (or within a
specified time interval.)

In AFSM a fire plan consists of a message sent to an
FDC about forty-five minutes prior to the desired fire time
informing it of the areas to be fired on, the times of the
fires, and the volume of fire in terms of volleys of 155mm
HE rounds.

2.3 AFSM Inputs (Other than Target Tape)

The target tape, once generated by the external wargame
U and modified to include MET, ATI, survey, and fire plan

missions, is fixed for all runs made which consider the
given RED threat scenario.

The other inputs, which are varied to study the effects
of different weapon-ammo mixes, force compositions, etc.,
are described in this section.

--501-
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2.3.1 Weapons System Descriptors (For Both BLUE and RED

(a) weapon system ID code

(b) range

(c) rates-of-fire

(d) basic load and resupply rate for ammunition

(e) number of tubes (or launchers) per battery

(f) mean rounds between various types of firepower
failures

(g) mean kilometers travelled between various types of
mobility failures

(h) repair times for the various types of failures as
well as for various types of attrition damage

(i) maximum number of volleys to be fired by any one
battery on a given mission.

2.3.2 Artillery Round Attributes (For Both BLUE and RED)

(a) round ID code

(b) round crated weight

(C) round cost

(d) round maximum range

~ Ce) round in flight reliability

(f) basic load and resupply rate of the specific round

(g) lethal areas vs various target elements (e.g.,
standing personnel, prone personnel, crouching personnel,
tanks, APC's, trucks, artillery tubes, etc.) at various

. :ranges in various cover types

(h) for I{C4 rounds only: submunition pattern radius,_ ;2 -:.o,
number of submunitions, and reliability of submunitions

.~ ;x-.Ch)fo 1M ouns nl: ubmniio ptten0adus
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(i) for Copperhead (CLGP) lethal areas are replaced by I
a table giving expected tank (or APC) kills as function of I
number of rounds fired

(j) round delivery errors (both MPI and precision).

2.3.3 Personnel Posture Sequences for Various Target Types

(a) fraction of tdrget unit personnel in each ot
standing, prone, and crouching-in-foxhole postures prior to
warning

(b) same after warning (i.e., after becoming aware of
incoming fire)

2.3.4 Times during game that RED commences and discontinues
Electronic Warfare.

2.3.5 Processing times for various BLUE FDC tasks (varies
with FDC computer type).

2.3.6 Battery Movement Information

(a) arrival and departure times for each of battery's
sites during game (for BLUE and RED)

(b) map coordinates for each of battery's sites during I
game (for BLUE and RED) 2"1

(c) number of incoming fires a BLUE battery will
endure at a site before making a mini-move

(d) number of volleys a BLUE battery will fire from a
site before making a mini-move

2.3.7 RED Coun terbattery-Countermortar Radar Data

(a) radar unit movement schedules and site coordinates

(b) radar's target acquisition probabilities as a A
function of radar-to-battery range, type of round being
tracked, and radar's simultaneous tracking ability

(c) target location error (TLE) factor associated with I
radar type

(d) radar reliability data (mean time between failures

and estimated repair time)
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2.3.8 Damage levels desired against various target types
(used in deciding how many rounds BLUE will fire against a
given target)

2.3.9 RED counterbattery volume of fire tables used to
determine number of rounds RED will fire on a counterbattery
mission.

2.3.10 Tactical Assignments for BLUE Artillery Units

A BLUE artillery battalion may be assigned one of six
roles:

(a) Direct Support. This means it is supporting a A
maneuver unit (usually a brigade) and gives first priority
to requests for fire from that brigade.

(b) Reinforcing. In this role, the battalion reinforces
a particular Direct Support FDC and receives its instructions
from that FDC.

(c) General Support. Reinforcing to DS. In this
role, the battalion receives requests for fire from both
the DS FDC to which it is assigned and from the division
artillery FDC.

(d) General Support at D/A. In this role, the battalion
receives requests for fire only from the division artillery

(e) General Support. Reinforcing to D/A. In this
role, the battalion receives requests for fire from both
the D/A FDC and the Group FUC.

(f) General Support at Group. In this role, the
battalion receives requests for fire only from the Group
FDC.

2.3.11 RED Artillery Force Organization

A RED artillery battalion may be assigned to any one of v
three echelons:

(a) Regimental Artillery Group [

(b) Divisional Artillery Group , .

(c) Army Artillery Group 'j.
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2.4 BLUE FDC Events

As mentioned in describing the target tape, five types

of BLUE FDC events may be present on the target tape: fire

missions, MET messages, ATI reports, surveys, and fire

plans. In addition to BLUE FDC events present on' the target ,

tape, there are internally generated BLUE FDC events which

are of the fire mission, ATI report, and fire plan types.

There are also other FDC -related events input to AFSM

separate from the target tape such as FDC reliability

failure periods and FDC movement schedules.

Let us now examine each of these BLUE FDC event types in

turn.

2.4.1 BLUE Fire Mission 
JA

2.4.1.1 At the FDC

This event is a request for BLUE artillery fire resulting

either from a target acquisition on the target tape or from 
-0

a request for additional fire (RFAF) from another FDC.

The FDC to which the request for fire is directed examines -

those artillery resources available to it to determine how

much, if any, fire it can contribute. Ai

For each fire mission considered by an FDC, there is an

associated level of effects called the required effects. 
a- -

For original fire missions, the required effects level is a

function of the input damage levels desired against various A
target types and the astimated target type. (For example,

if the inputs say to shoot for a 10% damage level against

tank targets and the estimated target type is a tank platoon,

then the required effects level would be 0.10). For

RFAF's, the required effects level is the additional level

of damage the receiving FDC needs to obtain against the

target in order to bring the total effects up to the input

damage level for that target type. 
"'Q

The tactical assignment of the FDC will determine the

order in which it examines its battalions in trying to mass

. enough fire to achieve the required effects (See Fig. 1). WO

The FDC will mass its batteries iii order until (1) the

.. required effects level is met, (2) the massing limit is

reached, or (3) all of its battalions have been checked,

2. : (See Fig. 2).
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FIGURE 1z BATTAION~I' PRIORITY AT EACHi FDC

t I'DC

DS D/A GROUP

DS En GB. (at D/A) Ens GS (at Group) En
then -then then
R Bn GSR (to D/A) Bns GSR (to P/A) Ens
then then then

GSR (to DS) En GSR (to DS) Ens generate RFAF
then then to D/A. 1

generate RFAP to D/A. DS + R Ens
then

generate RFAP to Group

where

DS En means Direct Support Battalion

R Bn means Reinforcing Battalion

GSR (to DS) En means General Support-Reinforcing Battalion
to Direct Support

GS (at P/A) means General Support at Division Artillery 4

GSR (to P/A) means General Support-Reinforcing to Division

GS (to Groupi means General Support at Group Artillery FDC

P/A means Division Artillery

RFAF means Request for Additional Fire
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If sufficient additional effects are still required, the
massing limit has not yet been reached, and there are bat-
talions at another FDC which have not yet been considered
for this fire mission, then 'an RFAF is generated to an'ther
FDC (which FDC depends on the tactical assignment of the
sending FDC and the past history of RFAF's of the mission.)
This RFAF is added to the list of BLUE FDC events in time
sequence (with a delay added to account for transmission
time) and is treated as a fire mission.

2.4.1,2 Within Each Battalion

As the FDC attempts to mass enough fire to achieve the
required effects, it must examine its assigned battalions
for the effects they can achieve. Each battalion is checked
by first ordering its batteries and then checking each
battery for the effects it can achieve.

The batteries are put in an order that depends on battery-
to-target range and time of availability of the battery to
shoot the mission. Batteries that are defeated, suppressed,
out-of-range, out-of-ammo, too busy, on the move, or not
able to fire the minimum number of tubes are ignored in
checking for effects.

For each battery that can fire on the target, the model
calculates the effects it could achieve against the target
using each of its available conventional (HE, ICM) round
types. For each HE or ICM round, the level of effects the
battery could achieve is calculated using the estimated
effects methodology built into the TACFIRE computer subject
to ammo availability constraints (based on basic load,
resupply rate, previous firings, and ammo set aside for
fire plans), maximum volley constraints (an upper bound on
the number of volleys any battery having the given weapon

. -system can fire on any one occasion), and hourly rate of
fire constraints.

In calculating the effects a given HE round type can
achieve, posture sequencing may be applied if the required
effects are against an unwarned personnel target (an estimated
posture sequence is supplied with the estimated target
dejcription.)

In addition, to prevent the wasting of ammo, the effectsj, achieved by each volley of each available round type are--- ~calculated and, if it is found that any volley contributes : 5

incremental effects less than some cut-off value, then that

.. . . .
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volley (and, of course, all subsequent ones of the same
round type) is eliminated from consideration for firing by
the battery. It may happen that a round is eliminated from 4
consideration because even its first volley cannot achieve
the minimum cut-off effects level.

When it is finally determined what level of effects each
round type available to the battery can achieve subject to
the .constraints and cut-off values mentioned, then the
round type to be fired is picked. If there are two or more
round types that can achieve the required effects level,
then the most weight effective (or cost effective, if cost
rather than weight is chosen as the criterion) round type
is chosen and only as much of it as is needed to achieve
the required effects is ordered fired. If only one round
type can achieve the required effects level, then as much
of that round as required to achieve the. required effects
level is ordered fired. Finally, if no round type can
achieve the required effects level, then the most effective
round type is ordered fired.

A similar process goes on in each battery in the battalion
under consideration until either the cumulative effects
achieved by the batteries considered exceeds the required
effects level or all of the batteries in the battalion (ex-
cept those unable to contribute fire) have been checked.

If additional effects are still required, the FDC will
then check its next battalion (if any) in the same battery-
by-battery fashion (but with the required effects adjusted
downward to take into account the effects to be achieved by
the firing orders given to the previously checked battalion) I

and continue the process through all its battalions until
the required effects are achieved, the massing limit is
reached, or it has no more battalions to check (if this 4
last condition is reached first, an RFAF may be sent to
another FDC.)

The firing orders issued during the checking of the
batteries are BLUE battery events and will be executed in
time sequence (the only exceptions to this rule are described
under GSRS below.)

2.4.1.3 CLGP Fire Missions

Those targets suitable for CLGP fire are treated just 4
like any o fL,.r f i_ missions up to a point. The FDC considers

., its battalions in order, within each battalion the batteries
are ordered as usual, and each battery is checked in turn.

V%,
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However, as soon as any one battery is found that is capable
of firing CLGP, the firing orders are issued to it and no
further checking of other batteries or generating of RFAF's
to other FDC's is done.

If, however, no battery in any of the battalions as-
signed to the FDC receiving the CLGP mission can fire CLGP
rounds within the CLGP window, then the mission is converted
to an ordinary non-CLGP mission at the same FDC. (Note:
At the present times only forward observer (FO) acquired
targets are played as potential CLGP targets and only the
battalions assigned to the DS FDC's would have CLGP rounds.
For this reason, no attempt is made to RFAF a CLGP mission

to a higher echelon FDC until it is converted to a non-CLGP
mission.)

2.4.1.4 GSRS (General Support Rocket System)

AFSM can model the use of GSRS. This is done by including
one or more batteries of GSRS in the BLUE force mix. Then
whenever a fire mission comes into the FDC to which GSRS is
assigned, it is checked to see whether it is eligible to
receive GSPS fire. In order to be considered for CSRS
fire, a target must be an artillery battery, a rocket or
missile battery, or an anti-aircraft artillery battery,
have a sufficiently large military worth, have a sufficiently
large target radius, and not have been fired on previously
as a result of the current acquisition.

If a target is eligible for GSRS fire, then the effects
that GSRS could achieve are calculated and the effects
cannon-missile could achieve are calculated (in this case

the firing orders to the cannon-missile batteries are not

issued at time of checking.)

GSRS is limited to at most one battery volley per target.

Cannon-missile are limited by the massing .limit on cannon
battalions (usually a three battalion limit) and the limit
of at most one volley of missiles per target.

Firing orders are then issued to GSRS, if and only if it A

can achieve greater effects than cannon-missile battalions
and cannon-missile battalions cannot achieve the required
effects level (See Fig. 2). Otherwise, they are issued to
cannon-missile batteries.

GSRS is generally played only at the D/A FDC.
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2.4.1.5 Missiles

Guided Missile3 (such as Lance can be played in AFSM.
They are treated the same as cannons except that (1) they
are fired only at high military worth target; with suf-
ficiently large target radii, (2) only one battery volley
is allowed against any one target, (3) they are fired only
against targets where cannon fire has been unable to achieve
at least half of the required effects, and (4) they are
always added last (i.e., after all cannon battalions at a J
given FDC have been considered for massing, the missiles
may be considered.)

Missiles are generally played only at the Group FDC.

Once missiles have been fired at a target, no further
massing is done for that acquisition.

2.4.2 MET Messages

MET messages are read from the target tape and merely
keep an FDC busy for a brief period while the MET data is
loaded into the TACFIRE.

2.4.3 ATI Reports

In addition to the ATI reports on the target tape itself,
there are ATI reports generated within AFSM. When a fire
mission (either an original fire mission from the target
tape or an RFAF) cannot be processed before the estimated J5
departure time of the target, the effort to mass fire is
halted and fire missions against it that have not yet been
fired are converted to ATI's.

An ATI merely uses a brief bit of FDC time and has no

4 other effect in AFSM.

2.4.4 Survey

As mentioned above a survey mission is merely a load on
the FDC computer.

Note that when mini-moves are played, no new survey
missions are generated. This is because of the assumption
that a policy of frequent mini-moves would be used only if
the battery has PADS, in which case survey is unnecessary.
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2.4.5 Fire Plans

A fire plan is a list of areas on the battlefield as-
sociated with each of which are both a time (or time interval)
at which fire is desired and a volume of fire desired in
terms of 155Sm HE rounds.

The fire plan message is read from the target tape and
directed to a given FDC. That FDC will then generate fire
plans for its assigned battalions and schedule the firing
of the fire plan missions so as to achieve as much as
possible of the fire plan.

The fire plan message is read from the target tape about
45 minutes before the first firing time on the plan. This
allows the FEE to schedule the Fire Plan target missions -i
well in advance of the firing time and to do most of the
required processing during slack periods between other
missions; however, if a firing time is very near and the
required fire plan processing is not completed, then the
fire plan is force processed at the expense of other missions.

The fire plan processing produces a set of fire plan
target missions which are BLUE battery events and which are
executed in time sequence. At the time the fire plan
target missions are scheduled, the rounds to be fired by
each battery on the fire plan are set aside so that they
will still be available at the firing time of the fire plan
target mission.

2.4.6 Other Blue FDC Events

Blue FDC reliability failures are input (using reliability
data on the FDC computer type played - usually TACFIRE, but
FADAC can be played) and result in making an FDC go to its
lateral back-up (if any) or do its processing by manual
methods. In either case, this means the FDC's response time
is slower.

BLUE FDC's may move during the game. While an FDC is
moving, it processes no missions and its processing is done
by its lateral back-up FDC (if any). This also slows down
the response time and, of course, puts a greater load on
the lateral back-up FDC which is then doing the work of two
FDC's.

2.5 BLUE Battery Events

The next major category of AFSM events is that of BLUE
battery events. These include executing fire orders from
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the battalion (and in turn perhaps from a higher echelon
FDC) and executing fire plan target missions.

In addition, BLUE batteries can be suppressed, defeated,
or on the move. Being on the move prevents a battery from

firing any missions, this. usually poses no problem because
the FDC knows in advance when a battery is about to move

and simply schedules no fire for that battery for that time

period. Suppression and defeat are explained in a separate

section.

2.5.1 Firing a Fire Mission

When a BLUE battery executes fire orders, it is charged

time to fire the mission, the wear on its tubes is updated,

its ammo supply is reduced, its effects on the RED target

unit are calculated and recorded, and its probability of

being acquired by RED counterbattery acquisition devices is
increased.

2.5.1.1 HE and ICM

The effectiveness calculations for HE and ICM rounds

used to compute the actual damage done to the RED target

unit make use of the JMEM Super Quickie II Surface-to-
Surface effectiveness methodology (1).

Tnie effects for each battery are obtained from the

formula:
~=EC*ENV 1( OF*O A1

AEL * NR * REL.V * OFt = EC * ECD* 1(1 AVP * (1)

where = fractional casualties (or damage)

ECR = expected fractional coverage of target by
weapon pattern in range.

ECD = expected fractional coverage of target by
weapon pattern in deflection.

AEL = the single round expected lethal area.

NR = number of rounds per volley.

REL = round reliability.

AVP = volley damage pattern area.

SOF = overlap factor.

NV = number of volleys.
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teThe combination of effects from several batteries within

tesame battalion is done in such a way as to take into
account dependency of delivery errors (MPI) within the
battalion. The method used is shown in Fig. 3. It tends to
overestimate effects slightly though not nearly as much as
would result from assuming independence between batteries.

BATTALION EFFECTS FROM BA7TERY EFFECTS

Let ECR be the expected fractional coverage in range
I

of It battery's volley(s) on target.

Let ECD be the expected fractional coverage inI
I

deflection of I thbattery's volley(s) on target.

Let P K be the probability of kill inside the I th
I

battery's volley area of effects.

Define ECR' Maximum (ECR1, ECR 2 1-...ECR n

ECD' Maximum (ECDl, ECD ..,*ECDn

where I1 1, 2,...,nI Define
ECR *C

I I
K ECR' ECD'

Then we estimate battalion effects by

n
=ECR' ECD' * 1 (

~ ~ -:Figure 3
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2.5.1.2 CLGP

In the case of executing CLGP fire missions, the BLUE
battery's effects are a function solely of the number of
CLGP rounds fired and the .number and types of vehicles
(tanks, APC's, trucks) in the target. The number of CLGP
rounds fired depends on the number of rounds on hand and
the duration of the CLGP window. Once the number of CLGP
rounds and number and types of vehicles in the target are
known, a table is consulted to obtain the expected number
of each vehicle type killed. These values are -then converted
to fractional damage values for each vehicle type in the
target.

2.5.1.3 Updating Damage to RED Units

The fractional damage done to the RED target unit is
applied only to that portion of the RED target unit that
has survived previous BLUE artillery attacks as well as
BLUE nonartillery damage. The updated target unit status
is then recorded with the new damage added.

It may happen that the target unit moves before the
artillery fire arrives (especially in the case of non-
observed fires) in which case the target suffers no damage
from the fire.

2.5.1.4 RED Counterbattery Target Acquisition

Each volley fired by a BLUE artillery battery is checked
to see whether it leads to RED's acquiring the battery as a
potential counterbattery target.

SRadar

For each BLUE artillery volley fired, a check is made of
each RED counterbattery or countermortar radar in the
scenario to determine whether it could track the volley.

For each such radar that is turnied on, is not defeated, is
not suppressed, is not out of commission due to reliability
failure, and has coverage of the are'- from which the volley
is fired, the probability of acquisition is calculated as a
function of radar-to-battery range, number of other volleys
the radar is then trying to track, type of round being
tracked, and type of radar. This probability is then
compared to a pseudorandom number to determine whether the

-- ~particular radar being checked acquires the BLUE battery as
a result of the volley fired.
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Sound

The sound acquisition model is not always played because
it requires additional inputs not always available. However,
%:f a record of the sound events from the external wargame
that would load a sound system is available and if it is
possible to delete from this record those sound events that
are replayed in AFSM (BLUE artillery fires and RED counter-
battery artillery fires), then it is possible to simulate a
sound acquisition system.

Each time a BLUE battery fires a volley, two new sound
events are generated (firing and rounds detonating.) The i
model then looks at the density of sound events from the
external wargame record at the current game time as well as
the record of AFSM created sound events (from both RED and
BLUE artillery firings.) From this information, it estimates 2
the number of sound events that would be occurring simulta-
neously with the BLUE battery's firiag. A probability of
acquisition by sound is then found by consulting a table
giving probability of acquisition as a function of the
number of simultaneous sound events.

This probability is then compared to a pseudorandom
number to determine whether the sound acquisition system
acquired the BLUE battery.

Moving Target Intelligence

An effort is in progress to add MTI acquisition systems A

to AFSM. The probability of acquisition of a moving BLUE
battery will be a function of the battery's distance behind
the FEBA, distance or duration of move, and density of
other moves at that game time.

2.5.1.5 Scheduling RED Counterbattery Fire

Cnce a BLUE battery is acquired by a RED target acquisi-
tion device, the resulting acquisition (and its associated
TLE which is a function of acquisition range and device 2
type) is reported to the RED counterbattery fire scheduling
center. (To prevent overloading the RED CB fire scheduling
process, an acquisition unit wiil not report more than one
acquisition of a given BLUE artillery battery site per
fifteen minute period.)

+ If the BLUE battery is already scheduled to receive CB
fire at the site reported (as the result of earlier acqui-
sition by the same or other devices), then no further fire |
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IA
is scheduled against it at this time. Otherwise, the sched- 11
uling of RED counterbattery fire now begins.

The RED batteries dedicated to CB fire are examined.
Those that are suppressed, defeated, out-of-ammo, out-of-
range, too busy, on the move, or unable to fire the minimum
number of tubes are eliminated from further consideration.
The remaining batteries are considered in an order that I
depends on the echelon of each battery's battalion, the
weapon system of the battery, the range to the target, and
the time at which each battery would be available to fire
the mission.

RED will then try massing enough batteries to shoot the
number of rounds required for neutralization according to
RED doctrine. If not enough batteries are able to mass to
shoot at least 40% of the required rounds, then no fire
orders are issued. Otherwise, fire orders are issued to
batteries to fire 40%, 60%, 80%, or 100% (the greatestpossible of these alternatives) of the reqired rounds.

Once the batteries have been picked to fire the RED CB
mission, the fire is scheduled to occur time-on-target (TOT)
at the time at which the last battery massed can fire. This
scheduled fire becomes a RED counterbattery fire event and
is executed in proper game time sequence.

2.5.2 Firing a Fire Plan Target Mission

When a BLUE battery executes a fire plan target mission,
it is charged time to fire the mission, the wear on its
tubes is updated, its ammo set aside by the fire plan for
this mission is used, the damage done to the target is
calculated, the probability of being acquired by RED counter-
battery acquisition devices is increased, and the fire plan
score is updated.

These processes are mostly the same as for a BLUE battery
executing fire orders as described in 2.5.1. The only major
differences are (1) the effectiveness calculations use an
older methodology called the K2C method to calculate frac-
tional casualties and damage (if any) and (2) a fire plan
score is kept based on the percent of the fire plan rounds -IN
successfully delivered at the specified times. This latter
fire plan score, is a way of measuring the performance of
fire plan execution. (Just counting casualties alone on a
fire plan may be misleading since fire plans are often

.-. ~conducted against suspected enemy positions some of which b" -

turn out to be unoccupied; so a fire plan could theoretically "
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be 100% successfully completed by the artillery and produce
no effects in terms of casualties or damage.) Of course,
the record of casualties and damage is also updated to
include the contribution from fire plans.

2.6 RED Counterbattery Fire Event

When the game time reaches the time at which a RED
counterbattery fire mission is to be fired, the RED batteries
previously scheduled to fire the missi1on are checked and any
that are undefeated and unsuppressed now fire their scheduled
quantity of ammunition. (If a battery has lost tubes since
the original scheduling of the CB fire, the number of rounds
it fires is reduced proportionately).

If the BLUE target battery has moved since the fire was
scheduled, there is no damage done. Otherwise, the effects
of the RED counterbattery fire on the BLUE battery are
calculated and recorded. The effectiveness methodology uses
the JMEM Super Quickie II Model with the volley patterns
chosen to conform to the RED aiming policy against targets
the size of a BLUE artillery battery.

The RED batteries are charged for time spent firing the
mission, are charged for ammo us !, and have their tube wear
updated.

2.7 RED Electronic Warfare A

The scenario may designate certain times as periods of
RED EW activity. Any FDC transmissions occurring during
such a period have a certain nonzero probability of being
jammed and hence requiring retransmission. The net effect
of this is to worsen (increase) BLUE response time.

Future work is intended to make EW activity also affect -
communications between target acquisition units and FDC and
also to allow EW activity to be restricted to certain sub-
sectors of the battlefield.

2.8 Defeat

Each RED unit has a key element. For tank units the key
element is tanks, for a mechanized infantry unit the key-:' .-.. element is APC's, for a logistics unit the key element may . . .:-'

be trucks, for all other units the key element is personnel.
- " In addition, each unit type has a defeat level associated

with it. Whenever the total losses of a unit's key element
exceed the unit's defeat level, the unit is considered
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defeated and further acquisitions of the unit on the target 4

tape are ignored. (This is the one exception to the non- Z
dynamic nature of the target tape.)

For RED counterbattery or countermortar radar units, the
unit is considered defeated if either the personnel losses
exceed the defeat level or the radar itself is destroyed.

For artillery (both RED and BLUE), a battery is con-
sidered permanently defeated if and only its personnel
losses exceed the defeat level for its unit type.

A battery that has not been defeated may still be put A
out of action due to tube losses. This occurs %hen the
number of functioning tubes (or launchers) in a battery
drops below the minimum number required for a battery with
tlat weapon system to fire. This drop may come about from
attrition, reliability failures, or tube changes. In such a
case, the battery is not allowed to take on any new missions;
but, because it may in the future get tubes back from the
repair shop or get a float tube from its battalion and
because it still has sufficient personnel survivors, it may
be able to take on missions again at some future game time.
Therefore, it is not considered defeated.

2.9 Suppression

Suppression is played explicitly only for artillery bat-
teries (both BLUE and RED) and for RED counterbattery-
countermortar radar units. (Suppression of maneuver units
as played in the external wargame will, of course, affect
their rates of advance or retreat. This, in turn, will have
an effect on when and.where the maneuver units are acquired
which influences the composition of the target tape.)

"- Each time a battery (RED or BLUE) is being considered to
fire a mission, a check is made of its suppression status.
This check is made by calculating (for each recent incoming
fire) the intensity of fire received in terms of 105mm HE
rounds per hectare per minute. (A recent incoming fire is
defined to be one that occurred within the last x minutes
where x is an AFSM input variable.)

If the intensity of the recent incoming fire is sufficient
(according to the USACDC/RARDE suppression model equation)
to reduce the level of unsuppressed, surviving personnel
below a certain threshold fraction of the original personnel

4% (it nearly always is), then the battery is judged to be
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suppressed and unable to fire. Otherwise, it is considered
unsuppressed. For armored~self-propelled batteries, the
personnel inside the howitzers are considered unsuppressed.
(Note: The value of x is based on the advice of AMSAA's
Tactical Operations Analysis Office and COL Shefi of the
Israeli Defense Force).

Whenever a RED counterbattery-countermortar radar unit
receives any artillery fire, it is suppressed for twenty-
five minutes.

2.10 Mini-Moves

BLUE batteries are allowed to make mini-moves (also
termed "shoot-and-scoot", "gun-and-run", "fire-and-flee").
Either one, both, or neither of two types of mini-moves can
be played.

The first type of mini-move is played by setting the
number of incoming fires a BLUE battery will receive at a
site before moving. Then any time during the game that a
BLUE battery receives the given number (now usually set at
one) of incoming fires at a site, it performs a mini-move.

The other type of mini-move is playud by setting the
number of volleys that a BLUE battery will fire from a site
before moving. Then whenever a BLUE battery completes a
fire mission that puts its total volleys from a site over
the given number, it performs a mini-move.

In both cases, the mini-move is a short move of up to
one kilometer that makes the battery unavailable for a brief
period, but generally enhances its survivability by making
it more difficult for RED counterbattery fire to catch the
BLUE battery at its current site.

Because the movement of RED batteries must agree with
the acquired sites of RED batteries on the target tape, it
is not possible to play mini-moves for RED batteries in
AFSM. A future generation of an AFSM type model may correct
this problem.

2.11 Tube Losses and Repair

Both BLUE and RED batteries lose tubes to attrition
(enemy fire) and RAM (re)liability failures.) Attrition
losses are based on the damage done by enemy fire as cal-
culated in the model. RAM losses occur whenever the number

"', of rounds fired (or distance travelled) by the battery since

t 
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its last failure exceeds the mean rounds between failures

(or mean kilometers travelled between failures.)

Tube losses (of either type) are divided into three
categories: short term, long term, and permanent. Short
term and long term losses are scheduled for repair and
returned to the game when the repair time is up. Permanent
losses are unrepairable (at least in the length of the game)
and are eliminated from the game; however, the first perma-
nent loss in each battalion is replaced by a float tube.

In addition, tubes -Aay be removed when tube wear exceeds
the tube life. In this case, the weapon is out of action
for the time it takes to change the tube.

This process of updating each battery tube status (remov-
ing tube losses and returning repaired tubes to the battle)
is done at regular fifteen minute intervals throughout the
game.

2.12 AFSM Outputs

At the end of each game hour AFSM prints out results
through that hour.

2.12.1 (1) BLUE artillery force performance measures:

(a) Military worth of damage to RED target units.
(b) RED personnel killed by BLUE artillery.

(c) RED tanks killed by BLUE artillery.

(d) RED APC's killed by BLUE artillery.

(e) RED trucks killed by BLUE artillery.

(f) RED artillery tubes killed by BLUE artillery.

(g) RED radar killed by BLUE artillery.

(h) RED A.A. launchers killed by BLUE artillery.

2.12.2 (2) BLUE round expenditures:

1 " (a) Number of rounds of each type fired by each BLUE
battalion.
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(b) Cost of rounds of each type fired by each BLUE
battalion.

(c) Weight of rounds of each type fired by each BLUE
battalion.

2.12.3 (3) Cumulative time during game that each BLUE FDC
(battery) was busy processing (firing) artillery missions.

2.12.4 (4) Range tables giving breakdown of round types
fired by BLUE at various ranges.

2.12.S (5) Unaccomplished BLUE artillery mission counter's
giving numbers of missions not done for various reasons
(out-of-ammo, out-of-range, too busy, etc.)

2.12.6 (6) RAM and attrition results for each BLUE battery
gives number of incoming fires received, number of mini-
moves made, number of tubes lost due to attrition, number of
tubes lost due to RAM, number of tubes currently up, and
perzent of battery per-sonnel currently surviving.

2.12.7 (7) System performance table breaks down the measures
of effectiveness and measures of effort by weapons systems
(for BLUE only).

2.12.8 (8) A GSRS table gives data on the performance of
teGeneral Support Rocket System in terms of effectiveness,

rounds used, etc.

2.12.9 (9) RED Fire unit status tables gives (for each RED
battery) number of tubes out due to attrition, number out
due to RAM, number currently up, percent of personnel cur-
rently alive, number of rounds fired on counterbattery
missions.

2.12.10 (1) RED radar unit status gives current damage to
each RED counterbattery/countermortar radar.

3. SAMPLE RESULTS

3.1 Mix Descriptions

Because of the classified nature of many of the AFSM
SI "inputs, only a very general description is given.

Six cases were run using the same RED attacking threat
and the same BLUE defending force. The only items varied

.- 522-
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were the types of ammunition available to the BLUE force and
the BLUE force movement policy.

The following table summarizes the cases:

HE rounds ICM rounds CLGP
Case No. for BLUE? for BLUE? for BLUE? Mini-Moves

1 Yes No No No
2 Yes Yes No No
3 Yes Yes Yes No
4 Yes No No Yes
5 Yes Yes No Yes
6 Yes Yes Yes Yes

HE rounds were available in all cases and included both
RAP (rocket assisted projectile) as well as conventional HE.
In cases 2, 3, 5, and 6, the BLUE force also had dual purpose
ICM rounds available. In cases 3 and 6, the BLUE force had
CLGP available. In cases 1, 2, and 3 no mini-moves were
made; in cases 4, 5, and 6 a mini-move was made every time a
BLUE battery received fire at a site and every time a BLUE
batzery fired more than thirty volleys from a site.

3.2 Results

3.2.1 BLUE Force Measures of Effectiveness

Figure 4 shows the relative performance in each case in
normalized form (again to avoid possible classification
problems.) As one would expect, BLUE force performance
improves when ICM is added and a further improvement occurs
when CLGP is added (except in number of RED artillery tubes
killed obviously CLGP missions against RED armor are divert-
ing a few battery fire missions away from CB missions in the
no mini-move cases.)

Each case with mini-moves is superior to the correspond-
ing case with the same ammo-mix but no mini-move policy.

This is not surprising since the use of mini-moves increases
battery survivability enough to more than overcome the
disadvantage of having batteries frequently unavailable.

Looking to Figure 5 we see that in terms of BLUE measures
of effort, the differences among ammo-mixes are relatively
small. However, the differences between the no mini-move
cases and the mini-move cases, clearly show an improvement
(when going to mini-moves) in terms of battery survivability

-523-
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(especially at 8 hours into the game) and in the number of
rounds the batteries were able to fire (of course, more
rounds fired and better survivability result in more tubes
lost to reliability failures).
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Simplified Diagram of AFSM
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GLOSSARY OF ACRONYMS

AFSM Artillery Force Simulation Model

ATI Artillery Target Intelligence

CB Counterbattery

CLGP Cannon Launched Guided Projectile

D/A Division Artiilery

DS Direct Support

EW Electronic Warfare

FDC Fire Direction Center

GS General Support

GSR General Support Rocket System

GSRS General Support Rocket System

HE High Explosive

ICM Improved Conventional Munitions

MET Meteorological

MPI Mean Point of Inpact

MTI Moving Target Intelligence

PADS Position-Azimuth Determination System

TLE Target Location Error

TOC Tactical Operations Center

TOT Time on Target
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THE AMSWAG LIMITED

VISIBILITY STUDY

(LVS)

I John J. McCarthy

Frederick M. Campbell

Special Projects Branch

Ground Warfare Division

US Army Materiel Systems Analysis Activity

Aberdeen Proving Ground, IMDl

ABSTRACT. Over the past two to three years, AMSAA has been
involved in studying the influence of limited visibility on
combined arms operations. This paper provides a general
description of the simulation employed (AMSWAG) and the
results of the most recent effort (LVS).
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THE AMSWAG LIMITED VISIBILITY STUDY (LVS)

1. INTRODUCTION

In connection with AMSAA's recent involvement in a study
of the effects of limited visibility on combined arms oper-
ations, the AMSWAG combat simulation was run for a series of
cases which addressed the situation in question. This paper
presents an overview of the AMSWAG process and a brief
summary of the simulation results.

2. AMSWAG OVERVIEW

As indicated in Figure 1, AMSWAG is a time sequenced,
battalion level, combined arms combat simulation which is
based on Lanchester equations and produces Expected Value
(Deterministic) results.

The overall process (Figure 2) consists of a series of
preprocessor results which are fed to the main model which
produces time sequenced results for subsequent analysis.

The basic system data, which consist of weapon/round
performance and system vulnerability characteristics are
processed and stored on disc files for subsequent access.
These data are primarily study-independent and are constantly
being expanded and/or updated.

The study dependent information normally consistsof the
scenario (a description of the combat conditions and force -
structure), the terrain (a digitized description of the
combat location with respect to an x, y, z, vegetation 7
properties), the terrain/vehicle mobility dependency, and the
preselected deployment of the defender locations and the
attacker routes of advance. These study-dependent data are
processed such that line-of-sight (LOS) as a function of
exposure (hull defilade or fully exposed), individual system
position and velocity, the presence of mines and/or obscur-
ation are available for each 10 second game interval.

3. REPRESENTING LIMITED VISIBILITY

Approximately three years ago, AMSAA entered into the area
of representing the influence of reduced visibility on combat
simulation results. Our first efforts were limited to
reduced "opening-range" cases, then we came into contact with
the Night Vision Laboratories at FT Belvoir, Virginia and
used a table look-up data base in conjunction with model 141
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AMSWAG CHARACTERI1ST ICS

Ai

COMBINED ARMS COMBAT SIMULATION

BATTALION LEVEL

EXPECTED VALUE (DETERMINISTIC)j
LANCHESTER THEORYI
TIME SEQUENCED (10 SECONDS)I

HIGH RESOLUTION (INDIVIDUAL UNIT)

FIGVnE 11
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changes (Night Vision Net Technical Assessment Study). A
joint effort between NVL, AMSAA and CACDA (Combined Arms
Combat Development Activity, FT Leaveiiworth, Kansas) resulted
in an algorithm for the large scale NVL model. This model
was employed in the Battlefield Illumination Study. The
acquisition process which was employed in this study is
highlighted on Figures 3 and 4.

Target acquisition is described as a function of the total
ability to detect targets, P , and an exponential function
which represents the search process. The variable T is
accumulative as long as LOS is continuous; the process is
bypassed if LOS does not exist.

The two primary parameters in the acquisition process, P
and t, are influenced by many parameters in the algorithm.
The main variables are: visibility range, device response
wavelength, field of view, magnification, target size and
contrast, range, and atmospheric attenuation.

4. THE LVS EFFORT

As show-n on Figure 5, the LVS considered a battalion
attacking force of 30 tanks and 10 APC's versus a reinforced
tank company consisting of 10 tanks, 3 long and 3 short range
missile systems. A weighting scheme was employed and is
displayed on the viewgraph.

The measure of effectiveness, Figure 6, for this study was
rather unique, at least with respect to previous AMSWAG
efforts. A base case was defined and the MOE was the
Normalized Parity Force Multiplier (NPFM).

Several cases were run for each situation; the defender
was held at a constant level; however, the attacker force
was uniformly increased for each run. The Attacker Force
Multiplier, AFM, is the number of 2.66 to 1 forces which
was involved. The Parity Force Multiplier, PFM, is the AFM
which resulted in 50 percent losses for both sides. The
NPFM is then the PFM for each case divided by the PFM for
the base case.

The case matrix, displayed on Figure 7, for the LVS effort
addressed several visibility conditions (8, 4, 2, and 1 km),
day (100 foot candles) and night (.0001 foot candles), as
well as both forces using optical, image intensifier and
thermal viewing devices.

The Blue Optical/Red Optical, BORO, Day results are shown[ I on Figure 8 in order to display the analysis process. The
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FORCES 1985

DEFENDER FORCE VALUE

10 TANKS 100

3 ATGM (LONG RANGE) 2

3 ATGM' (SHORT RANGE) 15

139

ATTACKER

30 TANKS 300

10 APC (IMPROVED ATGM) 7

BASE INITIAL FORCE RATIO - 370 *2.66k 1 139
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AMSWAG Individual Case Results (Primary Case Matrix)

OpticaI Detection Devices (BORO), Da lii!jlt Level, No Smioke

Visibility Attacker Perc'ent Losses
Range Force

(K)Multiplier Attacker Defender

8 1.0 50.0 5.9
(Base Case) 2.0 50.0 24.2

2.5 50.0 50.0

PFM =2.5 NPFM 1.0

2 1.0 50.0 5.7
1.5 50.0 14.8
2.0 50.0 27.0
2.5 43.8 68.8

PFK =2.4 NPFM =1.0

1.5 0.8 50.0 10.0
E1.0 44.0 12.0

1.5 32.0 21.0

After approximately 20 minutes of battle, both forces lost
30% with a 1.7 to 1.9 attacker force multiplier,

NPFM =.7

1.0 0.5 16.6 0.8
1.0 12.5 2.0
2.0 7.4 5.7

This game ends prior to significant losses, both forces
lose 6% after 40o minutes; this implies an NPFM =.9 which

- p should only be used to show trends.

FIGURE 8
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AMSWAG Individual Case Results (Primary Case Matrix)

Image Intensifier Devices (BIRI), Niht light Level. No Smoke

IA

Visibility Attacker Percent Losses
Range Force
(KM) Multiplier Attacker Defender

4 1.0 50.0 2.0
2.0 50.0 11.8
2.8 50.0 22.2
3.0 50.0 31.5
3.5 50.0 47.0

PFM = 3.6 NPFM 1.4

2 1.0 50.0 0.5
2.0 50.0 3.0
3.0 50.0 9.5
3.5 50.0 16.5

PFM = 4.5 NPFM =.b

1.0 30.8 0.0

2.0 21.8 0.0

Under the conditions modeled, constant light level = .0001

foot candles, the defender can apparently acquire a portion

of the attacker as he arrives at his final location and kills
that portion; the attacker cannot acquire the defender.

There is no force ratio which will yield equal losses and t

the attacker can reach his final objective.

FIGURE 9
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AMSWAG Individual Case Results (Primary Case Matrix)

Thermal Detection Devices (BTRT)*. DaY Light Level, No Smoke**

Visibility Attacker Percent Losses
Range Force

_W Multiplier Attacker Defender

8 1.0 50.0 3.1
2.0 50.0 14.7
3.0 47.0 67.9
4.0 29.1 66.3

PFM 2.9 NPFM l.?

2 1.0 50.0 3.1
2.0 50.0 13.51
3.0 49.4 67.8
4.0 31.2 67.1

PFM =3.0 NPFM 1.2

2.0 50.0 20.6
2.5 50.0 42.1
3.0 43.9 67.1

PFM 2.5 NPFM 1.0

*Blue Thermal/Red Thermal
**The cases where the attacker used smoke gave the same

results since the devices were capable of seeing through
the clouds generated.

FIGURE 10
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AMSWAG Individual Case Results (Primary Case Matrix)

Thermal Detection Devices (BTIT)*, Night Light Level, No Smoke

Visibility Attacker Percent Losses
Ran e Force

(MMultiplier Attacker Defender

4 1.0 50.0* 0.0
2.0 50.0 3.2
3.0 50.0 11.0
4.0 50.0 23.0

PFM > 4.0 NPFM 1.6

2 1.0 50.0 3.1
1.5 50.0 8.0
2.0 50.0 12.8
3.0 50.19 44.0
4.0 36.8 70.9

PFM =3.0 NPFM =1.2

1 1.0 50.0 5.8
1.5 50.0 13.0
2.0 50.0 27.0
2.5 48.2 67.8

PFM =2.2 NPFM .9

*Blue Thermal/Red Thermal

FIGURE 11
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other results are available in Figures 9, 10, and ii. The
Blue Image Intensifier/Red Image Intensifier, BIRI, case
should be viewed with discretion for the following reasons:

14.1 Light level, as modeled, was maintained at .0001 foot
candles.

4.2 Apparently, the light level was such that the defender
could just see the attacker and attrite him as he advanced
and the attacker never really was able to acquire the defender.

4.3 The 4.1 and 4.2 conditions above are unrealistic in that
the battle conditions (firings and burning targets, use of
artificial illumination) would have produced more light and
consequently the battle would have been much less favorable
to the defender.

5. OBSERVATIONS

Figure 12 summarizes the results obtained. Excluding the
BIRI cases, the trend is certainly that the defender's
situation gets worse as the not uncommon 2 km visibility
condition is approached. There does appear to be an increase
associated with the 1000 meter situation which suggests the
impact of the short range missile systems. The limited
visibility situations highly suggest that there will be a
greater emphasis on the smaller, more mobile short rangesystems.

Certainly the more extreme conditions, i.e., less than
1 km visibility, present far greater problems.

There appears to be a great need for training under theseconditions. :

6. CONTINUING EFFORTS

With respect to our future efforts, the search portion of

the acquisition process will certainly receive improvements
which will reflect the changing search area as the battle
progresses and the effects of the target's motion. These
are ongoing projects which should contribute toward thisrevision. ,

The current efforts toward modeling the influence of

smoke and dust obscuration is in its developmental phase.
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JOINT MUNITIONS EFFECTIVENESS MANUAL (JMEM) AND

APPLICATIONS OF DATA

John J. McCarthy

US Army Materiel Systems Analysis Activity
Aberdeen Proving Ground, Maryland

ABSTRACT: Joint Munitions Effectiveness Manuals are
developed by the Joint Technical Coordinating Group for
Munitions Effectiveness (JTCG/ME). The methodology and
data base to develop weapons effectiveness estimates have
been standardized and JMEM's developed for many of the US
Operational Weapons.

Critical data requirements and methodology considerations
will be presented of surface-to-surface, air-to-surface and
anti-air weapons. Sensitivity of weapons effectiveness in
each of the above categories will be presented. The use of
small computers in addressing the weaponeering problem will
be presented.

Special studies conducted using the JMEM data base and
methodology will be presented. Specific studies will ad-
dress the use of weapons effectiveness in analyzing tank
gunnery and training, artillery fire techniques and support
equipment for fire planning. j
A brief discussion of target acquisition and its impact on
air-to-surface weapons effects and employment will be pre-
sented.
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JOINT MUNITIONS EFFECTIVENESS MANUAL (JMEM)

AND APPLICATIONS OF DATA

1. INTRODUCTION

Munitions Effectiveness data is the basic input to many
military OR/SA studies. In the US, the Joint Technical
Coordinating Group for Munitions Effectiveness has the respon-
sibility foe standardizing the methodology and input data, as
well as developing effectiveness estimates for all conventional
weapons. These data are published in the Joint Munitions
Effectiveness Manuals (JMEM).

This paper will briefly discuss the basic measures of
effectiveness, some critical input data and the sensitivity
of weapons effectiveness to critical parameters. In addition,
results of a special study on artillery firing techniques will
be presented.

2. MEASURES OF EFFECTIVENESS

The most basic and frequently used measures of effectiveness
are vulnerable area and lethal area. The term vulnerable area
is used for single fragments or weapons attacking targets such
as trucks and tanks. Lethal area is generally used to evaluate
fragmenting weapons which have effects against many target
elements distributed over a large area on the ground.

For targets, such as tanks and trucks, if the presented
area from a single aspect angle for an attacking weapon is
considered and the target is divided into rectangular cells,
then the basic measure of effectiveness, vulnerable area Av,
of the attacking weapon is defined as

Av = X i 2 PK (x,y) AxAy
x y

for cells of uniform size where PK(x,y) is the probability of

killing the target about point (x,y) with area AxAy of the
cell.

For fragmenting weapons, lethal area is defined similar to
vulnerable area except that the projection of fragments over
an area is considered against many target elements. Lethal
areas is defined as
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AL f f P(x,y) dxcdy
-CO PKG

where PK(x,y) is the probabtlity that a target element at

point (x,y) is incapacitated.

Given a lethal area for a fragmenting munition, the JTCG/ME
has developed standard methodologies to generate expected
fractional damage (F ) estimates for given weapon expenditures
against a variety of target types. The effectiveness estimates
for all conventional weapons are published in Joint Munitions
Effecti.veness Manuals.

In order to allow Analysts and Planners to estimate the
effectiveness of weapons for different delivery accuracies,
target, delivery conditions, etc., the JTCG/ME effectiveness
methodologies have been adapted to small computers such as
the Wang 700, Wang 2200, HP65, and iiP67/97. These methods
are used widely in training and wargames.

The basic mathematical formula used to compute expected
fractional damage for artillery is:

10 N(r(A ) NV(OF)

FD EC(E) 1.0- .0-
[1R AVP(OF)

F = Expected Fractional Damage
D

ECR = Expected Fractional Coverage of the Target by the
Weapon Pattern in Range

Expected Fractional Coverage of the Target by the
Weapon Pattern in Deflection

N = Number of Rounds Der Volley

rR = Round Reliability

V AEL =Single Round Expected Lethal Area

A, P= Volley Damage Pattern Area

~$4
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OF = Overlap Factor

Nv = Number of Volleys

The expected coverage of the target area is ECR times ECR

and is computed using the total delivery accuracy for the
entire weapon system. The delivery accuracy is assumed to be a
normal distribution. Range and deflection are computed
separately since for most artillery systems, the errors are
larger in range than in deflection. Similar methods have been
developed for air-to-surface weapons which include unitary
warhead, guided warheads, rockets, and cluster weapons.

3. CRITICAL INTUT DATA

A necessary element to determine the effectiveness of a given
weapon system is input data. In general, the data required to
compute weapons effectiveness can be categorized as:

9 Munitions Characteristics
* Delivery Accuracy
* Reliability
e Target VW . erability
* Battlefiell Scenario - number of weapons, target size,

range-to-target, etc.

3.1 Munitions Characteristics

Fragmenting munitions, such as bombs and artillery projectiles,
are statically detonated in arena tests to collect fragmentation

and velocity data. Fragment mass distribution data are
collected by recovering sample fragments as a function of the
angle off the nose of the shell. This is generally done for
an angle of 0 to 180 degrees. Velocity data are collected from
180 to 360 degrees by the use of aluminum panels and high speed

cameras.

Figure 1 is an example of the reduced arena data for a

typical projectile. Generally, three to five projectiles are
tested and results are averaged.

In order to evaluate shaped charge munitions, testsare
conducted against armor plate. Shaped charge rounds are tested
at different standoff distances and penetration and penetration
hole diameter data are collected. Figure 2 shows a typical
test set-up and the type data developed.

- -"
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Penetration data are also collected for kinetic energy
projectiles by testing against armor plate. Tests are
conducted against various armor plate thicknesses and penetration
data are developed as a function of striking velocity. In
addition, fragmentation (spall) data are collected behind the
armor. The number, mass, velocity and angular distribution of
fragments are recorded for tests conducted as shown in Figure 3.

Tests similar to these are conducted with different threats
and target materials to allow evaluation of surface-to-surface,
air-to-surface and anti-air weapons against a wide range of
targets.

3.2 Delivery Accuracy

Delivery accuracy of weapons systems is iddressed both
analytically and through testing. For artillery and direct
fire systems an errors budget approach is used. Figures 4 and 5
show the component errors considered for artillery and tank
systems.

In artillery fire we have two basic errors - Precision and
Mean Point of Impact (MPI). Precision error is the scatter of
burst points about the (MPI) of a group of rounds fired from a
single weapon on a single occasion. The Mean Point of Impact
is the scatter of the MPI's about an aimpoint (target). The
components that make up the MPI error are shown for an unadjusted
fire technique called MET & VE. If observer-adjusted fire is used,
these component MPI errors are zero and the only MPI error is the
error is adjustment. Figure 6 shows typical type data for an
artillery aystem.

In the case of tank gunnery there are three primary errors -

fixed bias, variable bias and random error. The components
are shown in Figure 5. The variable bias error is a function
of the conditions at the time of firing.

4J

Generally accuracy data for all systems are compared with
field test results and whenever possible combat data is used.
In some cases, especially air-to-surface veapons, tests are
conducted under unfamiliar conditions in attempt to better
estimate the true accuracy under combat conditions.

In the anti-air area, the problems are more complex and it

is difficult to obtain extensive test data. Evaluation of
missile systems, both air defense and air-to-air, rely heavily
on detail fly-out simulations. These are supplemented by
limited test firings.
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3.3 Reliability

Reliability data is a critical factor in the overall assess-
ment of a weapons performance against a target. Reliability
data are developed for both warhead functioning as well as fuze
functioning. If the system being evaluated is more complex,
such as a rocket and/or guided systems, the reliability of
these elements is also included. These data are generally
collected through development tests and are continually
updated when tests are conducted against actual targets.

3.14 Target Vulnerability

The final critical input data to the weapon effectiveness
problem is target vulnerability. In order to develop target
vulnerability estimates a defeat criteria is defined. In the
case of armored vehicles, such as tanks, the defeat criteria
are:

o Mobility/Fire Power (M/F)
o Catastrophic - Not Repairable (K)

Having defined these criteria, details of the target are
examined to determine which components contribute to the kill.
Generally, a computer description of the target is developed
as shown in Figure 7. A grid as shown in Figure 8 is considered,
and for a given threat shot lines are examined as shown in
Figure 9 to determine which elements are damage and whether or

not they contribute to a kill. Relating the performance of a
threat against armor, and the vulnerability of components,
estimates are maie of the total system vulnerability.

This general approach to target vulnerability has been used
to develop estimates for:

o Trucks
o Tanks
o Aircraft
o Bridges
o Armored Personnel Carriers

and many other targets.

A more generalized form of vulnerability has been developed
for personnel targets. Figure 10 shows the form of the equation
used to estimate the probability of incapacitation given a hit
by a fragment. Also shown are four casualty criteria defined.
Constants for each casualty criteria have been developed based
on firings into gelatin and correlating these results with
expected damage to a human being.
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3.5 Battlefield Scenario

Having collected the critical input data on munitions
characteristics, delivery accuracy, reliability and target
vulnerability it is possible to evaluate a weapon system under
a variety of battlefield conditions. In the case of artillery,
it is possible to evaluate the sensitivity of weapons
effectiveness to:

* Weapon-to-target range
o Target size and type
* Firing formation and technique

In addition, it is possible to examine the sensitivity of
the effectiveness to anyone of the critical input data.
Figures 11 and 12 show the sensitivity of artillery effectiveness
to changes in:

o Precision probable error in range
o Target size
o Firing technique.

Given the input discussed in the paper, it is possible to
generate these data using the small computer methods.

4. ENVIRONMENTAL EFFECTS

Environmental considerations can significantly influence
the estimates of weapons ef~ectiveness. There are many
environmental factors that can or should be considered.
However, examples will be limited to:

o Effects of terrain shielding on weapon effectiveness
o Effects of vegetation
o Effects of terrain on target acquisition.

4.1 Effects of Terrain Shielding

The terrain in which a target is attacked significantly

effects the effectiveness of fragmenting weapons. Field
measurements have been carried out to characterize several
types of terrain found in Maryland. Figure 13 shows the lethal
area as a function of burst height for typical fragmenting
shell and bomb. Results are presented for a rough, rolling
and flat terrain.

The results presented in Figure 13 show the sensitivity
of the effects to terrain shielding as a function of burst
height. This type data can be used to evaluate the potential
benefits of airburst versus ground burst fuzes. It also shows
the importance of properly considering the terrain.

-552-

4. -, ; .- ,

-, ~- ~ S4,r

04-~~

-~~~~ r4' - --



Il

4.2 Vegetation Effects

During the Vietnam War considerable effort was expended ontesting munitions in various vegetation-environments such as

marsh grass, temperate and tropical forests. This testing was
required because generally, weapons testing and evaluation had
been carried out in open terrain and the observed performance
in a jungle environment was quite different.

The JTCG/ME conducted many tests as well as field

charactezization efforts. As a result, we now have standard
environments defined and consider them in evaluating all
weapons. Figure 14 shows the reduction in weapons effectiveness
for artillery projectiles when used in marsh grass or forest
environments.

h.3 Effects of Terrain on Target Acquisition

The final area concerning the environment concerns target
acquisition. Acquisition of a target is a function of line-of-
sight for both air and ground delivered weapons. In the case
of air targets, the JTCG/ME has prepared a detailed report on
those factors which effect the successful launch of an air
delivered weapon. This report addresses the delivery mode,
weather, terrain, target contrast, and many other parameters.
Figure 15 is an example of the type data presented and shows
the sensitivity to variations in the terrain.

5. APPLICATION OF WEAPONS EFFECTIVENESS

The weapons effectiveness data and methodologies have many
applications. The OR/SA community uses the data in support
of many wargames. In addition, these data can be used to
evaluate product improvements, changes in deployment and firingi techniques and new systems. An example of such an application

is a study done for the artillery community on evaluating
alternate firing techniques for consideration in a Battery
Computer System (BCS).

Figure 16 shows the various techniqus evaluated against a
givcn target. Te Fendrikov is a technique found in Soviet

Literature, whereas the Converged, and Lazy W are standard.
The BCS technique is the firing pattern included in the
proposed BCS.

In evaluating the various techniques, it was found that a

modified Fendrikov technique is desirable. The specific
spacing of aimpoints on a given target is determined by the
algorithm shown in Figure 17. The spacing is illustrated in
Figure 18. The benefits of using this technique over the
standard Lazy W is shown in Figure 19. A
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6. SUMMARY

Standardization of the weapons effectiveness methodologies
and the input data has resulted in extensiy% OR/SA efforts in
the US and other countries. This standardization has allowed
study results to be compared with a reasonable confidence
that the data base used is consistent. Very little has been
presented on anti-air weapons. This is a relatively new
effort in the JTCG/ME. Efforts have been underway for sometime
to develop standard methodologies and expand the data base.
Success in this area should provide a total data base or
weapons effectiveness.
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TRAINING OF PERSONNEL IN THE NIGERIAN
ARMY SIGNAL TRAINING SCHOOL

TAIVO T. ABODUNDI and OLUWAFEfI FAYOMI

Departmnt of Computer Sciences
Universityof Lagos .

*1 Lagos. Nigeria

AASTRACT The 'Nigerian Army believes that the mst
rewarding way of achieving efficiency in the systemi-is to
la0 enihasis on good and regular trainingsotath

use Inpursuance of this belief, the Nigerian Am
established -a number of training schools few years agd to

train its personnel. Among these training schools is the

objectives of this school is the provision of basic and
progressive military education and related practicalA
training for the personnel of the corps of signals to enable
it provide efficient and reliable communication system to
the entire Nigerian Ar&W.'2

This paper discusses the, program of selecting and
training signal corps in MASTS. The aim is to provide a
data base which has hitherto been absent for future'
reference and planning. An attempt is made to provide
future training schedules by the use of linear programmting
technique.
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1. INTRODUCTION

This paper describes the training of personnel in the
Nigerian Ary Signal Training School (NASTS). The Nigerian
Any in most respect, is just like any other organization in
the developing countries today. A major problem in most of
these organizations is lack of adequate planning in their
developments. There is also lack of sufficient and well
trained personnel which frequently results in poor strategic r
decisions. There is ample evidence that quality has been
replaced with quantity in the infrastructural developments
involving huge investments and it appears in most cases, as
if there is no standard of measurement in an attempt to
change the situation. Nany developing countries have passed
through some stages of growth without developments. This
situation is comn in every sector of the econom - The
problems are made worse because of the significant pressure
being put on the state of econoW and rate of growth by the
increasing technical complexity coupled with the increase in
specialisation of personnel and equipment in developed
countries. Expasion at a faster rate to meet the numerous
challenges is also impeded by limited resources. but one
aspect that needs to be kept going on a continuous basis is
the training of -personnel.

The Nigerian ArvW encourages scholarship and education
within its rank ad file. It believes that the most
rewarding way of achieving efficiency in the system is to
lay emphasis on proper and adequate training so that
acquisition of modern equipments could be put to maximum
use. In pursuance of this, the Army established a number of
training schools few years ago to train its personnel.
Among these training schools is the Nigerian ArtW Signal
Training School (NASTS). One of the objectives of this
school is the provision of basic and related practical
training for the personnel of the corps of signals to enable
it provide efficient and reliable cowminicat-ion system to
the entire Nigerian Army.

One of the objectives of this study was to initiate, if
. necessary, a totally new training schedule that is expected

to produce signal officers with more relevant training,
provide greatr assurance of experienced and good quality
personnel, and reduce costs chargeable to training by a
substantial amount. It was also our aim to examine measures

~--4 -- i, ' .. of effectiveness, assess total training costs and compare
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costs of alternative ways of training. Unfortunately, little
reliable data was found to carry out a thorough analysis with
respect to the above set out objectives.

The purpose of the above objectives was also to
introduce, through this study, the mthodoloV of Operational
Research/Managemnt Science into the Nigerian Army. For
proper analysis of the problem facing a developing Army,,
there is a need for real training in economic, statistical,
and computational tools to help increase the efficiency in
planning and control in the system. At present, there is
lack of sufficiently trained analytical or modelling 3
personnel with respect to rapidly expanding requirements.
At present, also, Operational Research/Managemnt Science
has not penetrated the planning process of the Nigerian Army
and indeed of the planning process of Nigeria in any depth.
But it is hoped that in the near future, it will mke a
significant contribution.

2. THE SIGNAL TRAINING SCHOOL "'

The NASTS is headed by a Commandant, who is usually a
Major. The staff in the training school consists of both
military and civilian instructors, as well as technicians. -.
The purpose of establishing the school is to train the
personnel of the corps of signals. After successful
completion of the training period, the personnel are assigned
to various corps of the Nigerian Arey to provide efficient
and reliable comunication system to the entire Nigerian
Army. Towards this end, the NASTS operates under the " i
following guidelines:

(i) To provide basic and progressive military ...
education and related practical training -
for the personnel of the corps of signals;

(ii) To conduct courses and test tradesmen in
" ,. ....... all signalling and allied trades;

(iii) To provide signal courses to other corps in

the Nigerian Army;
,- ...- (iv) To provide correspondence courses for soldiers

who are one way or the other unable to attend
regular courses in the training school;

(v) To provide adequate facilities for interested
personnel who may wish to sit for civil.
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professional examinations, and

(v) To advise the authorities on the introduction of
other new signalling courses that may be of benefit
to the corps and the Army in general.

The functions of the signal personnel are many and these
depend on different specialisations.

3. THE PRESENT TRAINING SYSTEM

3.1 Basic Courses

The NASTS conducts courses in the following trades:
Preliminary Courses; Basic Technical Courses; Radio
Operator; Coumunication Centre Operator; Linesman;
Crypto Rider; Despatch Rider; Driver Signallers;
Draughtmn Signallers; Electrical Technicians; Radio
Technicians; Terminal Technicians; System Technicians;
Instrument Technicians; Technical Storeman;
Projectionists and Regimental Signallers. The Training -2
in NASTS is conducted at three levels - The Prelinary
Course (PC)0 The Basic Course (BC), and The Up-Grading
Course.

3.1.1 The Preliminary Course

This Course is designed for soldiers who
do not have adequate educational background.
Basic English, Mathematics, as well as general
knowledge required for the next stage of the
training are taught to the students. The
duration of this course is about 36 weeks.

3.1.2 The Basic Training " 1
... .. Successful students from the Preliminary .-

Course are allowed to proceed to the Basic
Training Course. This course is designed for

' + -~ students with general education in technical
and operating trades. The duration of the
course is about 27 weeks. Subjects offered
include Electronics$ Electricity and Magnetism, g

i ;as well as Mathematics. It is after successful
completion of this course that students are
assigned to train in specialised trades like

Radio,, System, Instrument or Term~nal Technician
Course which usually last for about 32 weeks. 1Y;+ :L-.Y .
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After this training, successful technicians are
posted to regiments or brigades to acquire
practical experience.

3.1.3 The Up-Grading Course

The Up-Grading Course is designed for the
students vho have passed out of the NASTS and have
been posted to the field to have practical
experience at some unit level. After a specific
period of field experience, they are recalled back
to the #ASTS to take an Up-Grading Test. It has
been observed that the rate of reporting back to
the school for the upgrading examinations is not
encouraging.

3.1.4 The Pre-University and University Courses

Apart from the above courses*, there is also
the Pre-University Course for officers from the
Nigerian Defence Academy (NDA). These officers
are those who successfully completed their military
training and are interested in sciences, especially
Physics and Mathematics. The objective of the
course is to prepare the officers for a specially
arranged Diploma Course in Telecoumunication
Engineering with the Faculty of Technology of the
University of Ife, Nigeria. The Pre-University
Course is usually from January to September of
each year. Successful officers are then allowed
to proceed to the University for the two-year
Diploma Course. The subjects offered in the
University include Theraodynamics, Electronic
Engineering, Computer ,Sciehce, Engineering
Drawing, System Control, Industrial Engineering,,
Industrial Management as well as a long period of
Industrial Training.

The NASTS has recorded some degree of success
over the last few years despite inadequate staff-
ing, insufficient classroom facilities, lack of
adequate training equipments, as well as frequent

.A,. change of command.
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4. PROJECTED TRAINING LOAD

Little reliable data was found to estimate the number
of students that would require training in the next few
years. The wide fluctuation of this number over the past
few years showed soe inconsistency in the recruitment
procedures. It was our intension to use the most elementary
method of forecasting, i.e. linear smoothing and projection,
to estimate the future training load by using a difference
equation relating needed recruits to the major relevant
variables of numbers of trained signal personnel required,
and training wastage. But data on the last two variables
were not available.

The results of thirty courses undertaken in the NASTS
from 1975 to 1977 as well as the nuuber of various grades of
technicians that were turned out were compiled. A rough
estimate of the expected intake for the following year, 1978,
was obtained from the trend of the past three years. The
above data as well as unavailable information needed for ,
future analysis were coupiled. A couputer program for A.
updating this record every year was written and run. It is .4
hoped that this would be of help to the NASTS in its future
plans and also for future studies. K 4
5. THE SCHEDULING PROBLEM

The second task was to identif, tnd evaluate the
Valternative methods available to satisfy present and future

training needs. The key issues a'e the cost and duration of
training, the ability of the training system to handle
various loads. Our effort was restricted to the scheduling

, .... problem called the "Smoothing Problem". "or more details,

refer to {21, 3).

In it, we let R1, R2, .o., R be the number of
graduates desired in the differen categories of trades in
the NASTS. If these targets are anticipated, some of the

7 graduates will be temporarily in excess and some expenses
will be incurred in providing for them till they are needed. .,,.

It is expensive to vary the size of successive classes toi €,,' ... .meet requiremen.ts exactly on schedule..In this case, the 4-ii ,

cost of increasing the size of a class is measured as
. ,': . proportional to the amount of increase from the preceding

class. The cost of a decrease can be neglected. "
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To set up a mathematical model for the determination of
an efficient -comp~romise between these-conflicting procedure.,
ye let X. be the nunber of graduate. from jt4- year, S. be
the nunbir of excess graduates on hand after-fulfillialg the
requirements in that year. Then

Xl + X2 +.++X' 2

(Jul# 2, ... , n) (1)

itThe cost of providing for the excesses is proportional to
the nunber of excess graduates. The cost of necessary
increase in the rate of training-is proportional to,

- Xl)+ "'+ (X n-l
where X is the increase from the first to the second
Class$, etc.

The objective function can therefore be written as
S S2+... + S n+ 9Q _X1 ...+ (X-X-1)

(2)
This should be a minimum. That is, the objective of the
exercise is to minimize the total cost of training and
maintaining excess graduates from a particular training
course. K in the equation measures the :~oat of one unit
increase in class size, relative to the cost of carrying one
excess of graduate for one period.

The above Sys tonbecause of the form of the objective
function, is not quite a linear programning problem. it is

:71 converted to the strict linear programuing form by a dence
due to Dantzig (31. We can thus write

X 2 X

n n-l n n

Teeequations are added to the original constraints and
theyrepacethe original objective function by

S + + +S + K(Y + + 3
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For an optimum solution, either Y. or Z. will be zero for
every j, so that linear programtigs modal will give the same
answers as the other even though the two are not strictly
equivalent. The complete nodel is then

Minimize ES. + KEY.• "3

subject to S+ .1 2 + t S 11 +R2 +..•+R.+S.
*~ dJ

(jl ,2,. • • .n)

X. - X Y. - Z. (j-2,3,...,n)

The quantity k in the objective function is referred to
as the relative cost of fluctuation versus excess or the
relative disutility.

In applying the above, the three years of graduate , I
production records from NASTS were used. Because of the
inconsistencies in the data available, some of the targets
were arbitrary, thereby making the whole exercise an
academic one. Nevertheless, the authorities concerned were
aware of the kind of information required as well as the -

objective of the exercise.

6. CONCLUSION

There is no doubt that little has been achieved with-
respect to how to set our objectives because of little
reliable data available. Nevertheless, the authorities
of the Nigerian Arny Signal Training School are aware of the
need to keep and supply reliable information for proper

o ;- >* analysis that may improve the training system. Because of
- their encouraging response, it would be possible in the next

few years to present the results of our study in details. YI

The problem encountered here is cosin in may
organizations in the developing countries where it is -4

+.1+, 4 - difficult to establish what the true positior is. It is
the duty of an Operational Research te iu to encourage an
improvement on this. "
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A DECISION-THEORETIC APPROACH TO
EVALUATING EFFECTIVENESS OF RECONNAISSANCE

SYSTEMS IN A TARGET ACQUISITION ROLE

JOEL A. HASSELL

The BDM Corporation
7915 Jones Branch Drive [

McLean, VA 22102, U.S.A.

ABSTRACT. The use of reconnaissance essets to develop
targeting data is a key factor in the capability to effec-

7 tively deliver high value munitions on specific classes of
targets. As a part of recent research efforts in this area,
a methodology was developed which permits assessment of the
use of reconnaissance systems in a targeting role and pro-
vides a means of evaluating the relative effectiveness of
the va~rious systems.

The methodology employs a decision-theoretic approach in A
a Monte Carlo simulation which permits consideration of both
the interaction of the reconnaissance systems and the target
environments, and the human factors involved in data inter-

" .pretation and decision making. The approach takes advantage
of what is known about the composition of individual target
classes as well as the information available on target arrays
in a given tactical situation. Information fusion from mul-
tiple reconnaissance systems and value judgments relative to
the utility of various combinations of decisions and states
of nature are included. -

The methodology will not only permit evaluation of the
capability of individual reconnaissance systems but will pro-

I-' °vide insights into operational issues. Such issues include
questions regarding how best to employ existing reconnaissance
systems, the value of additional information versus the time
required to develop that information, the classes of targets
which can best be exploited using reconnaissance systems, and -::

the performance characteristics which should be designed
into new systems.
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1. INTRODUCTION

The effective use of limited numbers of high value,
special purpose munitions depends upon the capability to

deliver those munitions against specific classes of targets.
Hence, the capability to locate and identify targets becomes
a key factor in utilization of such weapons. The target
acquisition process is defined as those activities involved
in locating target elements and identifying the located ele-
ments as targets. A target may be defined as a single ele-
ment such as a tank or as any configuration of elements such
as a tank company. Identification may be as coarse as recog-
nition of something which is not a part of the environment
or as fine as recognition of a specific type of unit. How-
ever, the fundamental processes involved are the same regard-
less of the targets sought or the identification capability.

This paper describes the methodology developed to model
the target acquisition process. The following major factors
were considered:

e Geographic area;
* Target types;
* Sensor systems;* Data processing;

Data correlation;

e Decision making.
In order to facilitate development of the methodology it was
assumed that:

* The target elements are vehicles (trucks, ADCs, tanks);
* The targets of interest are company-size units;
e The sensor systems are airborne systems;
• The data processing and correlation functions areF performed by human operators.

However, the methodology has general applicability and is
.i'<1j not limited by these assumptions. Additional assumptions

will be discussed as they come into pliy in the development.
The discussion will be divided into two sections, the detec-

j rtion of elements and the identification of targets.

-4 -. ,2. DETECTION OF ELEMENTS

Suppose that in a given target region the possible targets
are T2 , Tn consisting of target elementsE E

... , E . The seluence of events involved in the detection of
elements is shown in Figure 1. Depending on the sensor system

in use, the sensor report may or may not include identification

-581-
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of the elements E. detected. It will, however, include the

number of elements detected either in total (no recognition)
or by element type (recognition).

For a specific target of type i with composition

IT i,: Ni 1El, N12E2  , Hin E n Nij ()

a sensor report including identification of elements will
take the form

R= jriEl, r2 E2 , ..., rnEnI rikO, (2)

where rj is the number of elements of type j reported., Note

that while the N i are double subscripted to indicate target

type and element type, the rj reflect only the element type

since the target type is unknown to the sensor and the pro-
cessor. For convenience of notation the E. will be dropped
and the sensor reports written 2.

R rl, '  r }-3R r~ r2, ... , rn 43 :..

In the trivial case with no recognition of element types,
the sensor report is a single number of detections, r.

Figure 2 illustrates the detection process for a single
target element E.. The notation used is as follows:

4' 3.

* PUN - probability that the element is unmasked; ' .
* PSR - probability of sensor return from the element;
* PD- probability that the sensor return is detected; '"40

* PIDC - probability that the detected return is correctly
identified as element type Ei;

- PIDI - probability that the' detected return is incor-
rectly identified as element type Ei, J=1, ..., n; Joi.

Nodes 1, 2 and 3 represent cases in which the specific Ei will

not be included in the sensor report because it is masked,
not sensed, or undetected. Node 4 is the final node for a
sensor which does not permit recognition of element types; the2) ° Idetected element will be included in the sensor report. Node

5 represents identification of the element incorrectly as a
false alarm; it is not reported. Nodes 6 and 7 represent

A

, ,!g
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inclusion of E in the sensor report identified either incor-
i

rectly or correctly. The probability 1/(n-l) assumes uniformi-
ty in identifying the element type incorrectly; however, any
other distribution could be used.

An additional factor in the composition of the sensor re-
ports is the occurrence of false alarms. A false alarm is a
return from something other than a target element. Two
assumptions concerning false alarms have been made:

* The distribution of false alarms is Poisson with the
mean rate of occurrence, X, a function of the geographic
area and the sensor system;

* Some false alarms will be recognized as false alarms,
with probability PFI, and others reported as target
elements, with probability I-PFI.

Figure 3 depicts the false alarm process. Node 1 reflects
the false alarm being recognized as a false alarm while the
branches off Node 2 represent the false alarm being reported
as an element Ei . The probability 1/n assumes uniformity in

identifying false alarms as element types; again, any other
distribution could be used.

In a sensor report
3 I -"

R = rI , r2, ..., rn  ,

the ri may include elements E. correctly identified, elements

E -incorrectly identified as type Ei, and false alarms re- -

ported as elements E A report from a sensor system incapable A'A

of recognizing elements by type is simply the total of all de-
tected returns and reported false alarms.

3. IDENTIFICATION OF TARGETS

Given a sensor report R of the form

R Irl, r 2 ,  r n I  '"

what can be said about the target from which it came? Simplis-
* . .: ticly one might look at the report and decide that since there ., - .
' jA-~y- are apparently rI elements of tyr? 1, r2 elements of type 2,

- - and so on, which have been detected it is probably a type T, -. .

target. However, there is additional information which can
improve the probability of correct identification.

vnrs

X ____
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Suppose that the target region may contain targets of type
T1  T22 .. T *It is assumed that a given sensor report R

is generated from false alarms and/or elements detected which
belong to at most one target,

fTj Ni 1 Ni4)in

The report R can be decomposed as follows. One component is
the vector R of reported false alarms:

0

= jr0  20' .. , l0

If elements from a target of type Ti were also detected, then

freach element type Ethere is a vector,

B3  1,= r2 3  r. (6)D

which results from sensor responses to the N elements of type
ii

n n -

Rj rk (7)

The vector R is generated from N trials on elements of
a (B; Nj,<, ~~' ~ ij

type 3. It is a random vector with a multinoauinal distribution:

M~ (8)
J;i -il no Pl kl >)

N rk).I (d
k.J. k3

n~ n

(N E r(rkj!
ij k-588-
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p =PUN-PSR-PD*PIDC

PUN.PSR-PD*(PIDI/(n-l)), k~jK
oPk~~lk

The distribution of R can be derived as follows. First,

the probability of N false alarms is

P (N;X) e (! )

Let

Ok probability of reporting a false alarm as an element
of type k, k=l, ... , n.

e PFI = probability of recognizing a false alarm as
false.

Given N false alarms, the probability of reporting

R Irlo, r2 ,** (10)

and recognizing r0  sensor responses as false, where

n

ko'-

.>11is given by the multinomial distribution
n rk

Therefore the unconditional probability of R together with r

false alarms recognized as false is

'k .
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The probability of R is then obtained by the infinite summation

" P JRol = - P[roo , Rol l

r°°
00 A

rko!
k-1 ~,; (e) Ik!.(13)

Thus the components of the ye tor R have independent Poisson
0

distributions with means Xek, k=l, ... , n.

It is natural to assume that the processes generating the
random vectors R , R . are independent. This implies

that the probability distribution of R, given the fact that a
target of type i was observed, is the convolution of the dis-
tributions of Ro , R R,., Rn derived above. In the case

where the sensor report was generated solely from false alarms,
the distribution of R coincides with that of R

0

Suppose now that a sensor report
R =rl, r r

is received. The preceding calculations enable one to compute
the conditional probabilities P[RIT the probability of the

report coming from a target of type i, i=l, ..., m, and P[RIF],
' .the probability of the report being generated solely from

false alarms. If P[RIF] is the 1 rgest of these m + 1 condi-
tional probabilities, one might conclude that no target was
observed. Likewise, if P[RITh ] is largest, then one might de-

cide to report a target of type h. However, such a maximum
likelihood decision rule fails to take into account additional
information which can be used to improve the accuracy of the
target reports. There may have been previous target reports
from the same location, there may be an overall intelligence -p
estimate concerning the region, and the decision maker may
have information derived from his .experi.ence and Judgment which
bears on the problem.

Rather than the probabilities P[RITi] and P[RIF], the proba-

bilities P[TiIR] and P[FIR] would be of greater value in the

p'-588- Ile ~4
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target identification process. That is, given the sensor re-
port R has occurred, what are the probabilities that it came,
from target type i or from false alarms? From Bayes theorem:

P[RIFIP[F]+ Il P [RITlP[T ]

PRIF I[F] (15)
PF m

P[RlF]P[F]+ E P[RIT ]P[T ] I

aa

Since P[RIF] and P[RIT], i=l, ..., m. have been computed,

only the probabilities P(F] and P[Ti] are required. These

are called prior probabilities.

As an illustration of how "priors" might be obtained, con-
sider the following situation. A sensor mission is to be flown A
over a specific region of interest to the decision maker. There
are no previous target reports which are relevant to the parti-
cular time and place. The decision maker is concerned with loca-
ting company-sized targets and there is an intelligence esti-
mate which suggests that there is an armor regiment somewhere
within the region. It is known that an armor regiment generally
has nine tank companies, one reconnaissance company, an ADA
battery, three battalion headquarters, a regimental headquar-
ters, and various service units. Based on his experience and
using map analysis, the decision maker estimates the number of
each unit type he would expect to find in that area and their
possible locations. Using this data and information on unit
size in terms of area occupied, it is possible to compute a
probability of finding a particular target type Ti in any given

location. This is the prior probability ,[T One can also

compute a probability of finding no targets in a given loca- :M
tion. This serves as the prior P(F]. The composition of each

4 .target type in terms of elements such as tanks, APCs, trucks,
and so on is also generally known. This determnes the
quantities N used in computing P[RITi]. J
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Having established prior probabilities, it is now possible
to compute the conditional probabilities P[T IR] and P[FIR].

If P[WRI] is largest among these conditional probabilities,
the decision maker might conclude that no target was acquired.
On the other hand, if P(ThR] is largest, a target of type hhIR
might be reported. However, the decision maker may wish to
associate utility values with reports of specific target types
to reflect targeting priorities. For a target of type i the
expected utility value is

m
EV(T) Z P[TJIR]U i i (16)

J=i

where U is the utility associated with reporting target type
iw

i when the report resulted from target type J.

Further, since the decision maker may expend limited re-
sources based on the target reports it may be desirable to
establish a minimum expected value threshold, EVTHR, such that
a target of type i is reported only where A

EV(Ti ) > EV (T J ) J=l, "" m (17)

iTi

and

mEV(Ti EVTHR.

The preceding discussion has been based upon a sensor report
from a single sensor system. The methodology was also general- ji
ized to treat the situation in which sensor reports from several
different sensor systems are available.

Suppose that s different sensor systems produce the sensor
(1),reports R " (2) R s " from a given location which may n

or may not contain a target. The computations outlined above

enable one to calculate the conditional probabilities P[R(a IF]
(a)and P[R T for a=l, ... , s and i=l ... , m. It should be

noted that various parameters such as X, PSR, PIDI, etc., depend
on the sensor system being used. It is assumed that the sensor

. systems operate independently. If R denotes the composite of
all the sensor reports, then

IN~ 
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P[IF] P[R(a)IF], (18)

P[RIT]- n P[(aIT]. (19)

Using these conditional probabilities the P[FIR], and P[TiIR]

and EV(Ti) are computed exactly as before.

4. CONCLUSION

The methodolody discussed above has been implemented in a
Monte Carlo simulation which permits modeling the acquisition
process considering the use of multiple sensor systems against '

a user defined target environment. The simulation output in-
eludes the expected number of target reports for each target
type, the expected number of those reports which are correct,
the expected'number of targets not reported for each target
type and the 90 percent confidence limits for correct reports.

Work is in progress to enhance the simulation. Two speci- A
fic areas of interest are computing revised prior probabilities
as a function of the sequential target reports and developing
the techniques to treat the dynamics of mobile targets.

IN
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MULTIDIMENSIONAL PARAMETRIC ANALYSIS- USING RESPONSE SURFACE
METHODOLOGY AND MATHEMATICAL PROGRAMMING AS APPLIED TO

MILITARY PROBLEMS
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JOSEPH M. MELLICHAMP
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University of Alabama

University, Alabama 35486

ABSTRACT. Uncertainty exists in military force structure
and related analyses because of a lack of knowledge of the
"true" values of pertinent parameters and an inability to

explicitly define relationships between all parameters.
In order to gain some insight into the uncertainty, the
classical approach is to conduct a sensitivity analysis
by varying the value of a selected parameter. Examining
a model's solution over a wide range of a parameter's
values, provides a one-dimensional picture to the decision
maker of the sensitivity of the solution to parameter
variation. 'M

The single parameter sensitivity technique, however, has
major disadvantages. This paper presents the recently
developed multidimensional parametric analysis methodologyr which provides an expanded capability for conducting a more
valuable analysis in a complex environment. It provides
a picture of what is happening within the model being used
for the study. It also provides insight into the relation-
ship among the factors under study. "What if" analyses
can be conducted economically and in real time without the
necessity to obtain new computer outputs. Derived contri-
butions of each parameter to the value of the measure of
effectiveness and ratio comparisons of the different co- I -
efficients of the model parameters provide a new measure
of effectiveness for comparing the worth and capability of
one system vs another within the context of the model.

4 .This paper presents and demonstrates the use of thetlI:_ ; " methodology as applied to a simulated military force struct-

- ;ure analysis problem. However, the methodology can be
used with any decision model, linear or non-linear in form.
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1. INTRODUCTION

Uncertainty exists in military force structure analyses
because of a lack of knowledge of the "true" values of
pertinent parameters used in the analysts's models and
an inability to explicitly define relationships between
all parameters. In order to gain some insight into the
uncertainty, the classical approach is to conduct a
sensitivity analysis by varying the assumed value of a
selected parameter. Examining a model's solution over a
wide range of a parameter's values$ provides a one-
dimensional picture to the decision maker of the sensiti-
vity of the solution to parameter variation. This tech-
nique is well established in military operations research
and systems analysis and has been valuable in illuminating
the criticality of parameter values and certain assumptions
about-parameter relationships and assumptions about weapon
systems characteristics and the environment in which they
are used.

The single parameter sensitivity technique, however,
has three major disadvantages. First, only one parameter
can be varied effectively at a time. Secondly, this
method provides no numerical measure or ranking of the
importance of a parameter to the end solution. And, 1A
thirdly, no information is provided about the interrela-
tionships between the important factors under study.

Figure 1 shows an example of the standard one-dimensional

sensitivity analysis.

In this example the relationship between the number of -S

B2s and this parameter's effect on Damage Expectancy (DE)
is under investigation. Varying the number of B2s over
the range yields the graph in Figure 1. When the relation-
ship is linear as depicted by the straight line a very
simple measure of the average contribution of a B2 to

1. Bombers, Intercontinental Ballistic Missiles (ICBM's)
A and Submarines are the categories of weapons systems used -

? -in this paper: Bomber-type 1 (Bl), Bomber-type 2 (B2),
ICBM-type 1 (Ml), ICBM-type 2 (M2), and Submarine-type 1 -

4i (S1). Hypothetical numbers of these systems are used and - -...
allocated against a target data base to illustrate the
usefulness of the methodology.

I, I
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CONSTANT:
No. of Bombers-type 1 (Bl)
No. of ICBM-type 1 (Ml)
No. of ICBM-type 2* (M2)

SNo. of $ubmari es-type 1 (S1)
Weapon System Parameters

a b.,
NO. OF BOMBERS-TYPE 2 (B2)

FIG. 1 -'q
Example of a One-Dimensional Sensitivity Analysis ;

total force DE is (b-a) divided by the delta DE, (c-d).
This relationship is for a constant value of other system "
numbers and characteristics such as probability of pene-
%tation (PP), fixed weapon load, weapon yields, Circular

- E~rror Probable (CEP), weapon system reliability (WSR), '

* probability of launch survivability (PLS), etc. The types
of questions that cannot be answered reasonably with this -.

•. ~one-dimensional sensitivity analysis include: '

• j:., . force DE over a range of its other systems charac- -
% ': teristics? ;

,..':: How does the B2 contribution to total DE vary with .
?; .'"respect to the values of B2 systenc~ characteristics
' ' ~that were held fixed? ""

. . What happens to the DE as several of the B2 weapon

":.,:" systems characteristics change at one time rather 2.

~YWhat are the intra-parameter relationships, such as .

the interactions between the weapon system charac- ._ .,. .;.
. ~~~teristics, within the model? . :-

A --- 94 -
,;o

a b

~ __ "- ~_-FIG. 1



Likewise,, if several different types of weapon systems are
included in the analysis, there are questions which deal
with the interactions of -the different weapon systems which
cannot be" investigated fully with one-dimensional sensitiv-
ity analysis. Example of such questions are:

What are the relationships between parameters such as

B2 probability of arrival (PA) over target, .the de-
sired total force DE, and the number of Bl bombers?

What is the potential impact of a significantly re-
duced submarine missile's CEP on the number of weapons
required for each of the number of B2 bombers?

How does the PLS of an advanced ICBM affect the
relationships obtained for -the previous question?

Answers to these types of questions require a multi-
dimensional sensitivity analysis, a simultaneous picture
of the concurrent variations of DE to several parameters.
Such a multidimensional picture is not practical using
standard one-dimensional sensitivity analyses. However,
a multidimensional analysis is possible utilizing the
concept of response surface methodology [ 13 [ 3] . The
response surface provides a picture of the relationship
between the primary measure of interest and the input
parameters (usually called factors) to the study.

2. THE RESPONSE SURFACE

Figure 2 is an example of a three-dimensional response
surface. The shaded area is the response surface which
consists of all of the values of the response, Y, that
co espond to the possible combinations of the values of
the factors,X1 and X, shown on the other axes. Assume

- :that there exists a postulated relationship between the
response variable and the factors as given in equation

""" °b3 X12 2 2 . -
Y b0 + b (X) + b (X)+ 2 + ) (1)

0 1 1 2 2 3 1 +b4 X2

Assume also, that the value of X1 ranges from 0 to 4 and -

that of X from 0 to 4. Using equation (1), the value of
- 2

Y can be calculated for each possible combination of X

and X2 values (Xl, X2 ). Plotting all the values of Y

450 -v'-

1 -si -

V-

-. , V_



RESPONSE .- "

SURFACEFA " -

% .3.49 2.49 8.0

7&

'
"

4

~4,0, .3 :

5 0,0,5 °

C/3
z

0 0,4,,0

vi; X' X ,, FACTOR2P

-i. 
FIG. 2

KN. A Response Surface 2 ~<

.4,2.4,04

, -,;+ Y+0 ~t - _.. -r

+++,- +,, , ? 1 . .

4,0,

:+:+ "~ ~ ~ ~ ~ ~~ FG 2' ++ +L . +,'"',7¥+.

,t~~~~~~~~~ Resons Surface+, + + , :t,, , ++., + ,+++ +, " +'

< +m~
t "

,< "+, .,.+. + .ti+ + .:: +,++ :v+



TA

for the infinite number of possible combinations (XI, x2 )
,ives the response surface shown in 'igure 2.

In almost all practical problems the true functional -re-
lationship between a response variable Y, and the factors
upon which it depends is not known. In many cases,
especially in economics or force structure analyses, it
cannot be exactly defined since neither all of the factors
nor their inter-relationships which affect the response
*can be determined. In most cases, however, it is possible
to isolate factors which might affect the response variable
and, thereby, provide valuable insight into the mechanics
of the problem at hand. After the selection of factors,
the coefficients (bl, b2 , b3 , b4) in the relationship must

be defined. These coefficients show a relationship between
the response variable Y and the factors. They potentially
show the contribution of each factor to the value of Y.
As with the factors, the true coefficients cannot be
determined except in the physical sciences where exact
laws govern the relationships. But, acceptable estimates 6
of their true values can be determined by use of multiple
regression analysis. 4

Consider the simple problem depicted in Figure 1 and
allow the Bl PA to be variable also. The normal approach
would be to leave Figure 1 as is and to conduct another
one-dimensional analysis, varying the B1 PA while holding
the number of B2s constant. Other data points could be
collected by varying the Bl PA over the same range, but
changing the number of B2s to a different value for each9 case. This approach, which requires many calculations,
provides point data and can be illustrated as in Figure 3.

Notice that Figure 3 does provide more information. How-
ever, these data do not fully develop the relationship
between DE, the BI PA, and the number of B2s. Further,
the plotted data does not provide an explicit measure of
the contribution of each factor to the DE, nor does it
explicitly depict potential inter-relationships between
factors.

The shaded area of Figure 4 depicts the appropriate re-
sponse surface for this problem. It extends the limited
presentation of Figure 3 to a more fully developed relation-
ship. The example point designated by the X is on the
response surface. The multidimensional presentation
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shows how the response variable for our problem, DE, varies
with the various combinations of the factors, Bl PA and the
number of B2s, that we have assumed in our example problem.
The information depicted in Figure 4 can also be expressed
in a functional mathematical form. The equation to this
response surface is:

DE = b0 + bx B PA + b2 x No. of B2s + b3 x (Bl PA)2

+ b x (No. of B2s)2  (2)

Again, if the coefficients (b0 , bl, b2 , b3 and b4 ) can

be determined the equation can be used in three valuable
ways. First, "what if" questions can be answered econo-
mically in real time without the requirement to run
further analysis cases using a complicated computer
program. Secondly, the contribution to DE per unit of
each factor is readily available. And thirdly, ratios
may be taken of the coefficients to provide a rough
comparison of the contribution of one system versus - -

another system. Further analysis can be conducted using
the coefficients as a relative measure of worth to over-
all DE of improving a characteristic such as weapon
system accuracy (CEP) or PA.

The three-dimensional example case can be extended
to include a reasonable number of other factors. These
factors can be weapon system characteristics, number
of a particular type of weapon system or any other
descriptive data that would be of interest in a particular
problem. The descriptive equation (similar to equation
2) would be expanded to account for these other factors.

.. However, to obtain the true surfaces that have been given
in the simple example above would require a very large .X
number of computer runs and be impractical for most
applied analyses.

A methodology does exists that provides the capability
to estimate the true response surface using a limited i
number of runs. The primary purpose of this methodology
is to estimate the coefficients of an assumed mathematical
equation and, thereby, define the shape of a response
surface of outputs of a mathematical programming algorithm

": or other formulated decision prpblems. Obviously, ifi ' .... the equation includes more than two factors, it would be

; impossible to show a picture of the full relationships
similar to the response surfaces of our example problem
since it would be more than three-dimensions. However, it

-AA
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is possible to show sections of this multidimensional
surface. And the equation for the' response surface still
allows various analyses using the coefficients.

1. THE METHODOLOGY

The methodology involves the combination of Mathema-
tical Programming techniques with Response Surface
Methodology and Statistical Experimen'tal Design [ 7].
Besides providing a capability to conduct multidimensional
sensitivity analyses, the methodology provides a measure
of effectiveness technique which is new to applied
operations research technology and force structure -1
analyses. The methodology does not provide the answers
to force structure problems. It provides information
which can be used in conjunction with operational, political
and economical aspects to help point the direction.

Basically, the methodology uses Statistical Experimental
Design to optimally select a limited number of combinations
of the input parameter values to be evaluated in the -,

analysis process. Mathematical Programming techniques
such as linear or quadratic programming can then be
used to find the optimum value of the response variable,
for example DE, for each of the selected combinations
of input parameters. Finally, the coefficients of the
mathematical expression that defines the response surface
can be determined by a multiple-linear regression technique.
Once the equation is completely developed, the value of
the response variable can be determined with good accuracy -
for various combinations of factor values, not just the --
ones used to develop the equation. Selected combinations
of factors must be within the ranges of the parameters
used to develop the equation since this type of equation
can be very untrustworthy when extrapoalted. The equation
should be regarded only as a good approximation of the true .....
response surface over the -ange of values of interst.

.. 4 EXAMPLE PROBLEM

To demonstrate the concept and procedure consider a
hypothetical strategic force of four weapon systems. Any 1
one or all of the systems can be expanded in number. Our
objective is to highlight the relative value of each system
to the total force. The four systems and their range of
numbers are given in Table 1. N
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TABLE 1
TYPES AND LEVELS OF WEAPON SYSTEMS2

Weapon Trpe (Factor's) Min No. Max No.

ICBM - type 1 (MI) 300 450

ICBM - type 2 (M2) 400 550

Boiber - type 1 (BI) 150 250

Submarine - type 1 (S1) 10 28

I The weapon system characteristics of each system such
as CEP, WSR, PLS, PA, Yield, and number of weapons or
warheads are given and remain constant for this example.
The input variables (factors) in the example problem are
the numbers of each type weapon system. Assume that Damage
Expectancy (DE) is the response variable of interest to
the decision maker.

5. THE PROCESS

{ iThe first step is to determine the particular combina-
tiots of factor levels using experimental design. There
are a large number of possible combinations of the factors
if we let each factor vary by one at a time. The total
number of possible combinations is equal to:

1 (151)2 (101)1 (19)1 = 43,755,119.
If all of these combinations could be run and the DE

for each case plotted in five dimensions, the result would
be the true model response surface. Obviously, it is

2 desirable to find some smaller number of the combinations
which will estimate the true surface as accurately as
possible. The set of combinations selected for evaluation
is called the experimental design.

7'-. 2. These numbers have been arbitrarily selected for the
purpose of illustration.
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In selecting the experimental design, it is necessary
first to postulate a form of the mathematical equation
which will be used to approximate the surface. For
this case a second order equation is assumed3 :

DE = b0 + b1 Bl + b2 M2 + b3 M1 + b4 Sl + b5 B12

+ b6 M12 + b7 M12 + b8 S1
2 + b9 (BI x M2)

8)
+ 1,10 (Bl x M42) + bl, (Bl x Sl) + b12 (Ml x M42)

+ b13 (M2 x Sl) + bl4 (Mlx S) (3)

where, as before, Bl = nuiber of Bombers-type 1. M2
number of ICBM-type 2. Ml = number of ICBM-type 1, and
Sl = number of Submarines,-type 1. The problem in experi-
mental design is to select a specific number of combinations
from all possible which best estimates the coefficients
bo, bl, b2 9 **, b13, bl 4 . of equation (3). To estimate

coefficients for a second order equation, it is necessary
to identify a minimum of three levels or values for A
each of the factors. For this problem, the three levels
chosen are the values at the upper and lower end of
the range for each input parameter plus a point chosen
so that it is the mid-point between the end points.
The third point is chosen this way in order that the
values may be coded for easy calculation and to produce
coefficients which are non-correlated. The points for
this example problem and their coded values are given
in Table 2.

There are a limited number of experimental designs
available for second-order equations [4] [8]. But there
are no practical optimal designs available in the research
literature for response surfaces where the variance of
the response is equal to zero [5] [6]. The DE derived from
a mathematical programming problem has no variance because
whenever the same factor values are input into the DE optimi-

3. This is usually sufficient in almost all real world
problems. The reason is that a second order equation
usually gives a good approximation over small areas of
real world surfaces.
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zation model, it always gives the same answer. All

practical designs in the literature are for problems in
which the response has a variance. [3]. However, as
will be seen, these designs provide very satisfactory
results for response surfaces which have no variance
but where the error in the fitted surface is due to bias
only. The design chosen for this example problem is given
in Table 3. It is a three level design without the repeti-
tive center design points [2]. 1

Table 2
Factor Levels

Weapon Types (Factors) Levels (Codes)

Bl 150 (-1) 200 (0) 250 (+i)

M2 400 (-l) 475 (0) 550 (+1)

Ml 300 (-l) 375 (0) 450 (+1)

Sl 10 (-l) 19 (0) 28 (+l)

Following is an example of how the values are coded:

Coded B1 -1 = 150 - 200
50

Coded B1 0 200 - 200
50

Coded B1 = +1= 250 - 200
2 ,50

The 25 runs in the design will provide data for estimating j
the coefficients, the b's, in equation (3).

Having decided upon an experimental design, the number
of combinations and the value of the factor levels for each
combination, the next step is to make 25 force allocation
runs using linear programming. One run is made for each
of the identified combinations in order to get the optimum 73
DE for each set of input factor values.
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Table 3
Experimental Design

Non-Coded Coded

Run# M2 Ml Bl Si M2 Ml Bl Sl

1 550 450 200 19 1 1 0 0

2 550 300 200 19 1 1 0 0

3 400 450 200 19 -l 1 0 0

4 400 300 200 19 -1 -1 0 0
5 475 375 250 28 0 0 1 1

6 75 375 250 10 0 0 1 -1I 7 7 5 80 0 -
7 475 375 150 28 0 0 -l _1

8 5 375 150 10 0 0 0- 1-

90 550 375 200 103 1 0 0 -1

11 550 375 200 10 -1 0 0 -l

11 400 ~375 200 28 -1 0 0 -1

12 400 350 200 109l 0 1

413 475 450 250 19 0 1 -1 0

15 475 300 250 19 0 -1 1 0

V16 475 300 150 19 0 -1 -1 0
17 550 375 250 19 1 0 1 0

18 550 375 150 19 1 0 -1 0
19 400 375 250 19 -1 0 1 0

I -
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Table 3 -Continued

Non-Coded Coded

Run# M2 Ml B1 Si Ni2 Ml B1 Si

20 400 375 150 19 -1 0 -1 0

21 475 450 200 28 0 1 0 1

22 475 450 200 10 0 1 0 -1

23 475 300 200 28 0 -1 1 

24 475 300 200 10 0 -1 0 -1

25 475 375 200 19 0 0 0 0 Z

The final step in deriving the equation is to use the
results of the 25 cases as input to a multiple-linear
regression program. The coded levels of each of the
weapon systems or factors are input to the program as
independent variables and the DE is input as the response
or dependent variable. Using multiple-linear regression
theory the coefficients of equation (3) are determined
and those which are significant are retained in the
equation. The major tests of how well the second-order
equation approximates the true surface are the percentage
of the total variation in the DE values that is explained
-by the factors in the equation, and the magnitude of
the prediction errors when the resultant equation is used
to predict the 25 values input to the regression model.
Equation (4) is the equation for the example problem
using the coded values in Table 3.

(bo) (bl) (b2) (b3)
DE 0.59363 + 0.036 Bl + 0.01072 M2 + 0.00397 Ml

(b4) (b5)

+ 0.02976 S1 - 0.00796 B12  (4)

I ,_ ____
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Coefficients denoted by b6 through b14 in equation (3)
did not pass the significance tests. To convert the coded
equation (4) to a relationship in which the actual numbers
of the weapon systems can be used, it is necessary to
substitute the ratios used to develop the (-1, 0, +1)
values back into equation (4). Substituting

Bl - 200 f iM 2 -4 75f,"'50 for B1 5.. for M2 ,,
50 75

M1 - 375 Sl - 19
for Ml 9 for Sl
75 9

into equation (4) gives:

DE = 0.1717 + 0.001994 B1 - 0.000003184 B12 + 0.000143 M2

+ 0.000053 Ml + 0.00307 Sl (5)

This final form is the mathematical functional relationship
which is the desired response surface in equation form.
It shows the relationships of each factor (weapon system)
to the response (DE) and provides a method of evaluating
the value of any factor relative to the contribution of
another factor. The b0 value, 0.1717, is the contributionto DE from all oither weapon systems not included as' i
factors in the analysis.

The accuracy of this equation is demonstrated by the -

data in Table 4 which contains the actual results of
force structure allocations obtained by the linear
programming runs compared to those values predicted by
the derived relationship shown in equation (5).

For the purpose of analyses, the accuracy of the DE pre-

dicted by equation (5) is excellent.

6. EXAMPLE ANALYSIS

Equation (5) can now be used to provide information to
help answer various questions. Figures 5 through 8 give
examples of the use of the response surface formulation.
The presentation in Figures 5, 6, and 7 use the coefficients,, '- , for each factor to illuminate the relationships between .

the factors and the response variable and the relative
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value of each system as compared to other systems.
There are no further calculations required to obtain
the information in these figures.

Table 4

Actual DE Versus Predicted DE Values Using Hypothetical
Weapon System Data A

Weapon Levels Actual DE" Predicted DE Errors

B1 M2 Ml S1

160 420 400 141 0.5398 0.5335 0.0063

180 420 400 14 0.5526 0.5576 0.0050

220 420 400 14 0.5775 0.5805 0.0030

230 500 450 214 0.6344 0.6309 0.0035

Figure 5 shows the DE improvement for each weapon
system in terms of the number of carriers. Notice in
equation (5) that the only weapon system having a
squared term associated with it is the Bl weapon system.
The other weapon systems are included in the equation jk
solely in linear terms. Figure 5 depicts this by showing
how much a single earrier improves the overall total
force DE. For example, the DE improvement per M2 is
0.000143 regardless whether or not there are 400 or 550
M2 carriers. Because there is a squared term associated
with the B1 weapon system in the equation, the average
contribution per BI to the total force DE is not constant.
The contribution changes as a function of the number of
Bls as is shown in Figure 5. The average contribution per
B is 0.00153 for 150 Bls and 0.0012 for 250 Bls. N

Figure 6 shows the same information as in Figure 5
except that the data is for the contribution to DE per
warhead. The data shows a constant return per warhead for
the Ml, M2, and Sl warheads. Again, there is a diminishing
marginal return concept associated with the B1 system. ,
This says that the value of a B1 warhead decreases as
the number of Bls increase for a given threat target base.
Figures 5 and 6 show the same information, but presented
in two different ways.
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Anothdr capability that is available by use of the
response surface equation is .the comparisons of the overall
contribution of each weapon system. First, multiplying
-the coefficients times the total number of weapons within
the range gives the contribution of that particular
weapon to the overall damage expectancy. Secondly, the
coefficients themselves give the contribution per unit 4
of a particular weapon system (factor) to DE. Because

-the coefficients of equation (5) are non-correlated, a
ratio can be obtained using them which gives the relative
contribution of one system as compared to another. 'This
is the information .that is depicted in Figure 7. For
example, using 150 Bls in the force as the basis, one
Bl within the constraints of the problem is equivalent
to 1/2 of a Si with 148 warheads. One Bl is also equi-
valent to 10 1/2 M2s with 3 warheads. When 250 Bls are
in the force, 1 Bl is equivalent to 3/10 of a Sl and 8
M2s. It is important to note at this point that this j
value scheme is based solely upon Damage Expectancy and
if a different decision criterion was selected, e.g., the
capability to hit targets in a timely manner, the Ml or
M2 may be worth more than a BI.

Figure 8 presents four different factor values and
their relationships. Using equation (5), it is very easy
to develop constant DE contours for various combinations
of weapons systems. In Figure 8 the number of Bls, the
number of Sls, and the number of M2s are varied over the
previously selected ranges. The number of Mls was
arbitrarily fixed at 450, ilthough this was not necessary.
Figure 8 shows contours for a 0.55 DE through a 0.65 DE. - .. for various numbers of M2s. This figure shows, for example, "'

-that any combination of Bls, M2s and Sls within this band
will give a total force DE of 0.55, keeping the number of
Mls equal to 450. Also consider .the first vertical area
shown, 14 to 18 Sls. This adds a fifth element to the t ni
data already depicted in the form of a constraint such
as might be imposed under a strategic arms limitations (SAL)

"v- agreement. For example, perhaps particular terms in SAL
indicate that the number of Sls should be between 14 and 18.

- -' The vertical area gives all the possible combinations
of forces that are possible for a selected damage expectancy.
Likewise, -the second vertical area denoted in the range
from 20 to 24- Sls gives the same information, but at a
different level. . "
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Many other types of information can be derived easily
and, economically from the equation of the response surface.
For example, the number of M2s and the number of BIs
could be changed at the same time in an equal or unequal
ratio. Constant damage expectancy plots for different
constant ratios for each of the weapon systems could be
generated easily. Any combination of the factors could
be changed to other values within the original ranges
of the factor values. All without making additional
computer runs.

7. SUMMARY AND CONCLUSIONS

The multiple dimensional parametric analysis technology
using response surface concepts provides an expanded
capability for conducting a more valuable analysis in a
complex environment. It provides a picture of what is
happening within the model being used for the study. It
also provides insight into the relationship among the
factors under study. "What if' analyses- can be conducted
economically and in real time without the necessity to
obtain new computer outputs.

The contribution to the selected measm,4 of effectiveness
(MOE) per unit of each factor and ratio comparisons of
the different coefficients provide a new measure of
effectiveness tool for comparing the worth and capability ,
of one system vs another within the context of the model

used in an analysis. However, it is important that an
analyst know the problem well in order to properly interpret
results. For example, if the number of B2s was a planning

.- factor under study and yield, CEP, and reliability of its
weapons were also factors under study, thedata would be:
correlated. The contribution of per unit of yield, for-I' example, to the overall forte DE would be. a fundtiorn of the

* number of B2s. This type of insight is needed in order to
obtain a maximum contribution from the methodology.

As far as the mechanics of using the methodology are
concerned, they are very simple. First, define the. m6d4;
secondly, define the experimental design; tfirdly, obtainthe values of the MOE for each un; fourthly, fit a response I :: :
surface to the dqus using muitiple-linear regression techni- e,- -

~~ques. The methodology can be used with any decision model,

linear or non-linear in form.
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